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This paper examines the enhancement of Permanent Magnet Synchronous Motor (PMSM) 

drives through the integration of Field-Oriented Control (FOC) with Model Predictive 

Control (MPC). The study aims to achieve high precision and dynamic response for PMSM 

drives under diverse operating conditions. The theoretical framework combines FOC and 

MPC principles, utilizing MPC's predictive capabilities to optimize d-q current references 

in real-time. The methodology encompasses the design and implementation of an MPC 

technique integrated with FOC, with key objectives including the minimization of torque 

ripples, the maintenance of system stability through robust control loops, and the 

optimization of PMSM drive performance across a wide speed range. The results indicate 

significant improvements in torque ripple reduction, dynamic response, and disturbance 

rejection, demonstrating the robustness and adaptability of the proposed control system. 

This approach effectively addresses key challenges and signifies advancements over 

traditional control methods, contributing to the field of electric drive control systems.  
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I. INTRODUCTION 

Electric drives are fundamental components in modern 

automation and industrial applications. They serve to control the 

speed, torque, and position of electrical machines [1]. Among the 

various types of electric drives, Permanent Magnet Synchronous 

Motors (PMSMs) have gained prominence due to their high 

efficiency, high power density, and excellent performance 

characteristics. PMSMs are preferred in applications that demand 

precise control and high dynamic performance, such as robotics, 

electric vehicles, and aerospace systems [2]. 

The choice of PMSMs over other types of motors, like 

induction motors or brushed DC motors, stems from several 

advantages. PMSMs offer better efficiency and power factor, lower 

maintenance due to the absence of brushes, and a more compact 

size for the same power rating. Additionally, the use of permanent 

magnets reduces the energy losses associated with magnetizing 

current, contributing to overall energy savings [3]. 

Controlling Permanent Magnet Synchronous Motors (PMSMs) is 

complex due to several factors. Torque ripple, which causes 

vibrations and noise, is a significant issue, especially in precision 

applications. Additionally, maintaining precise control across 

various operating conditions is challenging, particularly when 

dealing with fluctuating loads and imprecise motor parameters. 

Traditional control methods often struggle to effectively address 

these complexities [4]. 

The evolution of control techniques for PMSMs has seen 

significant advancements over the years [5]. Initially, scalar control 

methods such as V/f (Voltage/Frequency) control were used due to 

their simplicity and ease of implementation. V/f control regulates 

motor speed by maintaining a constant proportionality between 

applied voltage and frequency, thereby preserving airgap flux. This 

method is suitable for low-performance applications where 

precision is not critical. However, it is inadequate for applications 

requiring high precision and dynamic response due to its inherent 

lack of torque control and poor dynamic performance [6,7]. 

To overcome the limitations of scalar control, vector 

control techniques were developed, offering more sophisticated 

approaches [8]. Field Oriented Control (FOC) allows for 

independent control of the motor's flux and torque, akin to a 

separately excited DC motor, offering superior performance in 

terms of dynamic response and efficiency. FOC is widely used in 

applications demanding high performance, such as electric vehicles 
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and industrial automation. However, it requires complex 

transformations and precise knowledge of motor parameters, which 

can complicate its implementation and tuning [9]. 

Direct Torque Control (DTC) is another advanced 

technique known for its fast torque response and robustness. DTC 

directly controls the motor torque and flux by selecting appropriate 

inverter switching states without requiring a modulator or current 

controllers. It is suitable for applications requiring rapid torque 

changes and robustness against parameter variations [10,11]. 

However, DTC may suffer from high torque ripple and requires 

complex algorithms to manage the switching states effectively. 

Voltage Vector Control involves controlling the voltage 

vectors applied to the motor to manage its torque and flux. This 

method improves dynamic performance and reduces torque ripples 

but requires complex algorithms and accurate parameter 

estimation, making it more challenging to implement and tune [12]. 

Despite the advancements in these traditional techniques, several 

issues remain unresolved: 
 

 Maintaining precise control over a wide range of 

operating conditions 

 Reducing torque ripples to minimize vibrations and noise 

 Handling parameter variations and external disturbances 

robustly 

 Simplifying the implementation and tuning of control 

algorithms 
 

The integration of Model Predictive Control (MPC) with 

Field-Oriented Control (FOC) presents a promising avenue for 

addressing the limitations of traditional control methods for 

Permanent Magnet Synchronous Motors (PMSMs). FOC is a 

control technique that enables independent control of torque and 

speed by decoupling the motor's stator currents into d-q 

components, effectively transforming the AC motor into a DC 

machine for control purposes. 

This decoupling enables accurate control of the motor's 

behavior, resulting in enhanced performance and efficiency [8]. By 

integrating MPC, the control system can significantly enhance 

performance by optimizing d-q current references in real-time 

based on predicted system behavior. This optimization leads to 

substantial improvements in torque ripple minimization and 

dynamic response [13,14]. MPC's ability to predict future system 

states, optimize control inputs, and adhere to system constraints 

contributes to improved efficiency, faster response times, and 

enhanced disturbance rejection, ultimately resulting in a more 

robust and adaptable control system for PMSM drives. 

This paper focuses on achieving high precision and dynamic 

response for PMSM drives under varying operating conditions 

through MPC-based FOC. The objectives include: 
 

 Achieving high precision and dynamic response for 

PMSM drives under varying operating conditions through 

MPC-based FOC. 

 Minimizing torque ripples in PMSM drives using FOC 

and precise current control. 

 Ensuring system stability by developing robust control 

loops within the MPC-based FOC framework. 

 Optimizing PMSM drive performance across a wide 

speed range, including high-speed operation. 
 

The paper is organized as follows: Section 1 introduces the 

research topic. Section 2 presents the PMSM model, while Section 

3 details the Field-Oriented Control (FOC) design. Section 4 

focuses on the Model Predictive Control (MPC) algorithm. The 

implementation of the control system is described in Section 5. 

Comparative results and discussions are presented in Section 6, and 

the paper concludes in Section 7. This structured approach ensures 

a comprehensive understanding of the development and 

implementation of MPC-based FOC for PMSM drives, addressing 

key challenges and highlighting the advancements over traditional 

control methods. 

II. PMSM MODELLING 

Mathematical modelling of Permanent Magnet 

Synchronous Motors (PMSMs) is crucial for understanding their 

performance and control. This section presents the mathematical 

framework for PMSM modelling, including key assumptions and 

the derivation of fundamental equations. 

Assumptions made for modelling of PMSM are: 
 

 Magnetic Saturation Neglected: The impact of magnetic 

saturation on the motor's behaviour is considered 

negligible. 

 Sinusoidal Back-EMF: The back electromotive force 

(EMF) is assumed to be sinusoidal. 

 Neglect of Minor Effects: Effects such as cogging torque, 

hysteresis, and eddy currents are minimal and therefore 

neglected. 
 

In a two-pole PMSM, as depicted in the Figure 1, the rotor's 

reference axis maintains a time-varying angular position, 𝜃𝑟(𝑡), 

relative to the stationary stator reference axis [15]. Furthermore, 

the rotating magnetomotive force (MMF) produced by the stator 

windings exhibits an angular displacement, α, with respect to the 

rotor's d-axis. 
 

 
Figure 1: Schematic of Two Pole PMSM. 

Source: Authors, (2025). 

Here we use surface mounted PMSM where 𝐿𝑠𝑞  = 𝐿𝑠𝑑 = 

𝐿  The equations describing the voltages in the model are presented 

as follows: 

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 + 𝜔𝑟𝜑
𝑠𝑑

+  𝜌𝜑
𝑠𝑞 

  (1) 

𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 − 𝜔𝑟𝜑
𝑠𝑞

+ 𝜌𝜑
𝑠𝑑 

  (2) 

 
Where vsd, vsq, isd , isq are the d-q axes voltage and current 

respectively. 𝜑𝑠𝑑 , 𝜑𝑠𝑞 are stator winding d-q axes flux linkages. 

The expressions for the flux linkages are presented as follows: 
 

𝜑
𝑠𝑞

= 𝐿𝑖𝑠𝑞  (3) 

𝜑
𝑠𝑑

= 𝐿𝑑𝑖𝑠𝑑+𝜑
𝑚

  (4) 
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The amplitude of the fundamental PM flux linkage component is 

represented by 𝜑𝑚. 

Substituting equation Erro! Fonte de referência não encontrada. 

and Erro! Fonte de referência não encontrada. into equation 

Erro! Fonte de referência não encontrada. and Erro! Fonte de 

referência não encontrada. 
 

𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 + 𝜔𝑟(𝐿𝑖𝑠𝑑 + 𝜑
𝑚

) +  𝜌𝐿𝑖𝑠𝑞  (5) 

𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 − 𝜔𝑟𝐿𝑖𝑠𝑞 +  𝜌(𝐿𝑖𝑠𝑑 + 𝜑
𝑚

) (6) 
 

Re-arranging the equations Erro! Fonte de referência não 

encontrada. and Erro! Fonte de referência não encontrada.: 
 

[
𝑣𝑠𝑞

𝑣𝑠𝑑
] = [

𝑅𝑠 + 𝜌𝐿 𝜔𝑟𝐿

−𝜔𝑟𝐿 𝑅𝑠 + 𝜌𝐿
] [

𝑖𝑠𝑞 

𝑖𝑠𝑑 
] + [

𝜔𝑟𝜑
𝑚

𝜌𝜑
𝑚

] (7) 

 

The equation for the motor's generated torque is given by 
 

𝑇𝑒 =
3

2
(

𝑃

2
) (𝜑

𝑠𝑑
𝑖𝑠𝑞 − 𝜑

𝑠𝑞
𝑖𝑠𝑑 ) (8) 

 

The mechanical equation of the torque 
 

Te = T𝑙 + 𝐵𝜔𝑚 + 𝐽
𝑑𝜔𝑚

𝑑𝑡
 (9) 

 

The expression for the rotor's mechanical speed can be obtained by 

rearranging the equation Erro! Fonte de referência não 

encontrada. as 

𝜔𝑚 = ∫ (
Te−T𝑙−𝐵𝜔𝑚

𝐽
) 𝑑𝑡 (10) 

𝜔𝑚 =
2

𝑃
𝜔𝑟      (11) 

 

III. DESIGN OF FOC 

FOC, or vector control, is a sophisticated and effective 

method used for controlling the torque and speed of PMSMs. This 

technique provides superior dynamic performance by decoupling 

the motor's torque and flux control, which enables independent 

management of these parameters similar to that in DC motors. 

FOC operates by transforming the motor's three-phase 

stator currents into a two-phase orthogonal coordinate system, 

known as the d-q frame, which rotates synchronously with the 

rotor's magnetic field. This transformation simplifies the control 

strategy and improves the efficiency and responsiveness of the 

motor drive [16-18]. The key mathematical transformations 

involved in FOC are the Clarke and Park transformations 

represented in Figure 2. The Clarke transformation translates the 

three-phase stator currents into a two-phase stationary reference 

frame (α-β), and the Park transformation further converts these into 

the rotating d-q frame. 

In the d-q frame, the d-axis current (𝑖𝑑 ) is aligned with the 

rotor flux and controls the flux linkage, whereas the q-axis current 

(𝑖𝑞 ) is orthogonal to the rotor flux and controls the torque. The 

fundamental FOC strategy involves controlling 𝑖𝑑  to regulate the 

rotor flux and 𝑖𝑞  to control the motor torque. 

 

 
Figure 2: Three-Phase, Two-Phase and Rotating Reference 

Frames. 

Source: Authors, (2025). 

The control process begins with the measurement of the three-

phase stator currents (𝑖𝑠𝑎 , 𝑖𝑠𝑏 , 𝑖𝑠𝑐 ). These currents are then 

transformed into the α-β stationary frame using the Clarke 

transformation: 

[
𝑖𝑠𝛼

𝑖𝑠𝛽
] = [

1 −
1

2
−

1

2

0
√3

2
−

√3

2

] [

𝑖𝑠𝑎 

𝑖𝑠𝑏 

𝑖𝑠𝑐 

] (1) 

 

Following this, the α-β currents are transformed into the d-q 

rotating reference frame using the Park transformation: 
 

[
𝑖𝑠𝑑

𝑖𝑠𝑞
] = [

cos(𝜃) sin(𝜃)

− sin(𝜃) cos(𝜃)
] [

𝑖𝑠𝛼

𝑖𝑠𝛽
] (13) 

 

Here, 𝜃 represents the rotor position, which is crucial for 

accurate transformations and control. 

For speed regulation, the motor speed (𝜔𝑚) is measured 

and compared with the reference speed (𝜔𝑟𝑒𝑓). The speed error is 

then fed into a PI controller to generate the reference q-axis current 

(𝑖𝑠𝑞𝑟𝑒𝑓
): 

𝑖𝑠𝑞𝑟𝑒𝑓
= 𝐾𝑝𝜔

(𝜔𝑟𝑒𝑓 − 𝜔𝑚) + 𝐾𝑖𝜔
∫(𝜔𝑟𝑒𝑓 − 𝜔𝑚)𝑑𝑡 (14) 

 

The q-axis current error, defined as the difference between 

𝑖𝑠𝑞𝑟𝑒𝑓
 and the actual q-axis current (𝑖𝑠𝑞), is  processed through 

another PI controller to produce the reference q-axis current (𝑖𝑠𝑞𝑟𝑒𝑓

): 

𝑖𝑠𝑞𝑟𝑒𝑓
= 𝐾𝑝𝑠𝑞

(𝑖𝑠𝑞𝑟𝑒𝑓
− 𝑖𝑠𝑞) + 𝐾𝑖𝑠𝑞 ∫ (𝑖𝑠𝑞𝑟𝑒𝑓

− 𝑖𝑠𝑞) 𝑑𝑡  (2) 

 

For d-axis control, the d-axis current error, which is 

typically the difference between the desired d-axis current (𝑖𝑠𝑑𝑟𝑒𝑓
, 

often set to zero for maximum efficiency) and the actual d-axis 

current (𝑖𝑠𝑑), is processed through a PI controller to generate the 

reference d-axis current (𝑖𝑠𝑑𝑟𝑒𝑓
): 

 

𝑖𝑠𝑑𝑟𝑒𝑓
= 𝐾𝑝𝑠𝑑

(𝑖𝑠𝑑𝑟𝑒𝑓
− 𝑖𝑠𝑑) + 𝐾𝑖𝑠𝑑

∫ (𝑖𝑠𝑑𝑟𝑒𝑓
− 𝑖𝑠𝑑) 𝑑𝑡 (3) 

 

These reference currents are critical for achieving the 

desired performance in the FOC scheme, ensuring that the motor 

operates efficiently and responds accurately to control inputs. The 

precise control of these currents allows the motor to achieve 

optimal torque production and flux regulation, essential for high-

performance applications. 

Accurate rotor position information is essential for 

FOC implementation, typically obtained through rotor position 

sensors or estimated using sensor-less methods. This ensures the 

precise alignment of the rotating reference frame with the rotor's 

Page 8



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.11 n.52, p. 6-13, March. / April., 2025. 

 

 

magnetic field, which is crucial for the correct application of the 

Park transformation and the effectiveness of the control strategy. 

 

IV. MPC ALGORITHM 

The MPC algorithm is an advanced control strategy 

designed to optimize the performance of the PMSM by predicting 

future behaviour of the system and minimizing a predefined 

objective function. In this section, we will discuss the MPC 

algorithm and its implementation, focusing on how the reference 

currents generated from the FOC are used to generate gating 

signals for the inverter. 

MPC is particularly effective in handling multi-variable 

control systems and constraints, making it a suitable choice for 

PMSM drives. The key idea behind MPC is to use a predictive 

system model which forecasts future status of the motor over a 

finite prediction horizon. Based on these predictions, an optimal 

control action is determined by minimizing an objective function, 

which typically includes terms related to tracking errors and control 

effort [19-21]. 

The objective function 𝑀 in MPC is defined to evaluate 

the difference between the reference currents 𝑖𝑠𝑑_𝑟𝑒𝑓 and 𝑖𝑠𝑞_𝑟𝑒𝑓, 

and the predicted currents 𝑖𝑠𝑑_𝑝 and 𝑖𝑠𝑞_𝑝. The objective function 

can be expressed as: 
 

𝑀 = (𝑖𝑠𝑑_𝑟𝑒𝑓 − 𝑖𝑠𝑑_𝑝)
2

+ (𝑖𝑠𝑞_𝑟𝑒𝑓 − 𝑖𝑠𝑞_𝑝)
2

+ (𝜔𝑟𝑒𝑓 − 𝜔𝑟)
2
 (4) 

 

The inverter's predictive model is essential for the MPC 

algorithm. The inverter's voltage vectors 𝑉𝑑 and 𝑉𝑞  are derived from 

the inverter switching functions [𝑆𝑎 , 𝑆𝑏 , 𝑆𝑐] and 𝑉𝑑𝑐 is the DC-link 

voltage. These states correspond to the inverter output voltages 

𝑉𝑎 , 𝑉𝑏 , 𝑉𝑐 for every possible switching state of the inverter, 

represented by the gating signals 𝑆1 to 𝑆6 which are then 

transformed to the d-q frame. The voltage vectors are calculated as 

follows: 

𝑉𝑎 =
𝑉𝑑𝑐

3
(2𝑆𝑎 − 𝑆𝑏 − 𝑆𝑐)   (18) 

𝑉𝑏 =
𝑉𝑑𝑐

3
(2𝑆𝑏 − 𝑆𝑎 − 𝑆𝑐)   (19) 

𝑉𝑐 =
𝑉𝑑𝑐

3
(2𝑆𝑐 − 𝑆𝑎 − 𝑆𝑏)   (20) 

 

These voltages are then transformed to the d-q frame using the 

following equations: 
 

𝑣𝑠𝑑 =
2

3
(𝑉𝑎 cos(𝜃) + 𝑉𝑏 cos (𝜃 +

4𝜋

3
) + 𝑉𝑐 cos (𝜃 +

2𝜋

3
)) (21) 

𝑣𝑠𝑞 =
2

3
(𝑉𝑎 sin(𝜃) + 𝑉𝑏 sin (𝜃 +

4𝜋

3
) + 𝑉𝑐 sin (𝜃 +

2𝜋

3
))   (22) 

 

The discrete-time form of PMSM mathematical model, used for 

predicting future states are: 
 

𝑖𝑠𝑑_𝑝 = 𝑖𝑠𝑑 +
𝑇𝑠

𝐿
[𝑣𝑠𝑑 − 𝑅𝑖𝑠𝑑 + 𝐿𝜔𝑚𝑖𝑠𝑞]          (23) 

𝑖𝑠𝑞_𝑝 = 𝑖𝑠𝑞 +
𝑇𝑠

𝐿
[𝑣𝑠𝑞 − 𝑅𝑖𝑠𝑞 − 𝐿𝜔𝑖𝑠𝑑 − 𝜑𝜔𝑚] (24) 

 

Where 𝑅, 𝐿, 𝑇𝑠, 𝜔𝑚, 𝜑 are stator resistance, stator 

inductance, sampling time, rotor measured speed, permanent 

magnet flux linkage. 

 

The MPC implementation involves the following steps: 

1. Estimate the future states of the motor currents 𝑖𝑠𝑑 and 𝑖𝑠𝑞  

based on the current states and the voltages applied for 

each potential inverter switching state. 

2. Calculate the cost function for each switching state. 

3. Identify the switching state that minimizes the cost 

function. 

4. Apply the corresponding gating signals to the inverter. 

 

The gating signals are determined by evaluating the cost 

function for all possible inverter states. The state with the minimum 

cost is selected, and its corresponding gating signals are applied. 

The flowchart presented in Figure 3 outlines the procedural steps 

inherent in the implementation of MPC. The algorithm ensures that 

the motor operates efficiently by closely following the reference 

currents and minimizing the deviation from the desired 

performance. 

 
Figure 3: MPC Flowchart. 

Source: Authors, (2025). 

V. IMPLEMENTATION OF CONTROL TECHNIQUES 

 The system block diagram for the proposed MPC based 

FOC of a PMSM drive shown in Figure 4 is a comprehensive 

framework integrating multiple components for optimal 

performance. The core of the system involves the PMSM, which is 

controlled through an MPC algorithm designed to enhance 

dynamic response and minimize steady-state error. The control 

structure includes current and speed controllers, implemented via 

predictive models that account for the motor's dynamics and 

constraints. 
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 These controllers generate reference signals for the inverter, 

ensuring precise modulation of the motor's voltage and current. 

Additionally, feedback mechanisms are incorporated to 

continuously monitor and adjust the system parameters, ensuring 

robust performance under varying operational conditions. The 

integration of these elements in the block diagram highlights the 

seamless interaction between the predictive control algorithm and 

the motor drive components, showcasing the efficacy of the 

proposed technique in achieving high-performance motor control. 

 
Figure 4: Block diagram of Proposed System. 

Source: Authors, (2025). 

VI. RESULTS AND DISCUSSIONS 

To evaluate the effectiveness of the proposed FOC with MPC 

for speed control of a 3.4 kW PMSM drive, simulation studies were 

performed using MATLAB/Simulink. The performance of the 

proposed control scheme was assessed across four distinct 

scenarios: (a) starting characteristics, (b) dynamic response to a 

sudden load change from no load to full load, (c) dynamic response 

to a sudden load change at low speeds from no load to full load, 

and (d) steady-state characteristics with a sampling time of 10μs. 

The results obtained from these scenarios are compared with those 

of a traditional Proportional-Integral (PI) controller. 

This comparative study focuses on key performance metrics 

such as transient response, including settling time, rise time, and 

overshoot, to highlight the advantages of the FOC MPC method. 

The analysis aims to demonstrate the proposed controller's superior 

capability in handling various load conditions, ensuring smooth 

and efficient motor operation. The evaluation provides 

comprehensive insights into the robustness and effectiveness of the 

FOC MPC approach under different operating scenarios, 

showcasing its potential benefits over conventional PI control 

methods. Table 1 lists the parameters of PMSM. 

 

Table 1: PMSM Parameters. 

Parameter Value 

Voltage, V 380 V 

Rated Output Power 3.4 KW 

Rated Speed, N 3000 rpm 

Stator Resistance,𝑅𝑠 1.93 Ω 

Q-axis inductance, 𝐿𝑞 0.0114 Η 

D-axis inductance, 𝐿𝑑 0.0114 Η 

PM Flux linkage, 𝜑𝑚 0.265 𝑊𝑏 

No. of poles, P 8 

Motor Inertia, J 0.11 𝑘𝑔𝑚2 

Source: Authors, (2025). 

VI.1. STARTING CHARACTERISTICS  

Analysis of Figure 5, Figure 6(a) and Figure 6 (b) provides 

a comprehensive overview of the performance disparities between 

the MPC-based FOC and the traditional PI controller in regulating 

the speed of the PMSM drive under starting conditions. 

Figure 5 presents a direct comparison of the speed 

responses for both control strategies This figure clearly illustrates 

the superior performance of the MPC-based FOC, as evidenced by 

its faster rise time, reduced overshoot, and quicker settling time 

compared to the PI controller. 

 
Figure 5. Speed response of the PMSM at starting conditions with 

no load and rated speed. 

Source: Authors, (2025). 

A more detailed examination of the individual controller 

responses is provided in Figure 6(a) and Figure 6(b). Figure 6(a) 

depicts the speed response of the PI controller highlighting the 

presence of significant overshoot and oscillations during the startup 

phase. These characteristics are indicative of the controller's 

challenges in effectively managing the rapid changes in torque and 

speed demands associated with motor startup. In contrast, Figure 6 

(b) showcases the exceptional performance of the MPC-based FOC 

demonstrating a smooth and rapid acceleration to the rated speed 

without any overshoot. This superior transient response is 

attributed to the MPC controller's ability to predict and compensate 

for system dynamics, resulting in a more precise and robust control 

strategy. 

 

   
(a) 
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(b) 

Figure 6: Starting characteristics of PMSM drive at rated speed 

with (a) PI (b) MPC based FOC. 

Source: Authors, (2025). 

VI.2. DYNAMIC RESPONSE OF TORQUE TRANSITION 

FROM NO LOAD TO FULL LOAD 

The dynamic response of the PMSM drive under a sudden 

torque change from no load to full load is evaluated. The Figure 

7(a) illustrates the speed and torque response of the PMSM drive 

under traditional Proportional-Integral (PI) control. 

 

 
(a) 

 
(b) 

Figure 7. Dynamic response of (a) PI and (b) MPC based FOC, 

for sudden change in load from no-load to full load 

Source: Authors, (2025). 

Initially, the motor speed quickly reaches the reference 

value of 314 rad/s, demonstrating effective steady-state 

performance. However, at 0.6 seconds, a sudden torque of 11 Nm 

causes a significant dip in speed, highlighting the PI controller's 

slower response to abrupt load changes. The torque response also 

shows initial overshoot and a longer settling period, indicating the 

PI controller's limitations in stabilizing the system under such 

disturbances. 

In contrast, the Figure 7(b) showcases the response using 

MPC based FOC. Similar to PI control, the motor speed rapidly 

attains the reference value initially. However, when the sudden 

torque change occurs at 0.6 seconds, the speed remains stable with 

no visible dip, demonstrating the superior disturbance rejection 

capability of the MPC based FOC. 

 
Figure 8. Transient characteristics of drive for sudden change in 

load from no-load to full load 

Source: Authors, (2025). 

The Figure 8, comparing both controllers' speed 

responses, clearly shows the MPC based FOC maintaining a steady 

speed profile with minimal deviation, unlike the PI controlled 

drive, which exhibits a pronounced speed dip and recovery phase. 

This highlights the robustness and efficiency of MPC based FOC 

in handling dynamic load changes, making it a superior control 

strategy for PMSM drives. 

VI.3. DYNAMIC RESPONSE OF MOTOR AT SLOW 

SPEED 

The Figure 9(a) and Figure 9(b) present the speed, torque 

characteristics for PI controlled and MPC based FOC controlled 

PMSM drive at low speed (10% of rated speed). 

 
(a) 
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(b) 

Figure 9. Dynamic response of (a) PI (b) MPC based FOC 

controlled PMSM drive torque transition from no load to full load 

at low-speed 

Source: Authors, (2025). 

At t=0.6s, a torque transition from no load to full load 

causes a noticeable speed deviation in the PI-controlled drive, as 

illustrated in Figure 10. In contrast, the MPC-based FOC controller 

demonstrates superior performance by effectively maintaining 

speed stability under this condition. We can also observe from the 

Figure 9(b) that the initial torque overshoot in the MPC based FOC 

controller at low-speed operations is 25% of the rated speed 

operation of the drive. 

 

 
Figure 10: Speed comparison of low-speed operation. 

Source: Authors, (2025). 

VI.4. STEADY STATE CHARACTERISTICS 

The analysis of PMSM drive responses under full load (11 

Nm) and rated speed (314 rad/s) conditions is illustrated through 

the comparison graphs of traditional PI and MPC-based FOC 

controllers. The Figure 11 showcases the speed response 

comparison between the two controllers. The PI controller 

converges to the rated speed by t=0.15s well before the MPC-based 

FOC i.e., t=0.5s. The PI controller demonstrates a minimal 

overshoot and quickly stabilizes at the rated speed, indicating its  

 

 
Figure 11: Speed response comparison at rated speed 

Source: Authors, (2025). 

capability to manage speed control effectively under these 

conditions. However, the MPC-based FOC shows an even 

smoother speed transition with virtually no overshoot and a prompt 

convergence to the rated speed. This highlights the MPC-based 

FOC's superior efficiency in handling sudden load changes while 

maintaining exceptional stability and precision. 

In Figure 12, the torque response comparison is 

presented. The PI controller's torque response, although showing 

minimal overshoot and rapid stabilization at the desired torque of 

11 Nm, lacks the refined control observed with the MPC-based 

FOC. The MPC-based FOC's torque response does exhibit an 

initial overshoot, reaching up to 23Nm, but this is quickly 

corrected, and the system stabilizes at the reference torque. This 

brief overshoot is a trade-off for the MPC algorithm's proactive 

adjustments, which ultimately result in more precise and stable 

torque control. 

 
Figure 12: Torque response comparison at full-load 

Source: Authors, (2025). 

Further examination of the steady-state characteristics 

from Figure 13 reveals additional advantages of the MPC-based  

 

 
Figure 13. Response of the PMSM drive for rated speed and full-

load condition (a) PI, (b) MPC based FOC. 

Source: Authors, (2025). 

FOC. In steady-state operation, the MPC-based FOC 

maintains the desired speed and torque with minimal fluctuations, 

ensuring a consistent and reliable performance. The PI controller, 

while effective, shows slightly more variability in maintaining the 

target values, reflecting a less robust steady-state control compared 

to the MPC-based approach. The advanced predictive nature of the 

MPC algorithm allows it to anticipate and mitigate deviations more 

effectively, providing a more stable and precise control over time. 

VII. CONCLUSION 
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The findings of this research highlight the substantial 

benefits of combining MPC with FOC for PMSM drives. Extensive 

simulations reveal that the proposed MPC-based FOC strategy 

significantly enhances dynamic response, minimizes torque ripple, 

and improves overall stability of PMSM drives, especially during 

torque transitions and varying load conditions. A comparative 

analysis with traditional Proportional-Integral (PI) control 

demonstrates that the MPC-based approach outperforms in terms 

of faster rise times, reduced overshoot, and better steady-state 

performance. 

The improved control accuracy and robustness provided by 

the MPC-based FOC method make it a viable solution for high-

performance applications demanding rapid and precise motor 

control. By utilizing the predictive nature of MPC, the system can 

anticipate future states and optimize control actions in real-time, 

thereby boosting the efficiency and reliability of the PMSM drive. 

This study confirms the effectiveness of the proposed control 

strategy and highlights its potential to overcome the limitations of 

conventional methods. 
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Renewable energy systems have replaced systems that use fossil fuels in many 

applications in different regions of the world. This is seen in the increasing use of solar 

and wind energy as the two most important sources for producing environment-friendly 

and economically convenient electrical energy. The fluctuating and unstable nature of 

renewable energy sources makes this type of energy complex to exploit, and related 

research has therefore mainly focused on Control and optimization. This work proposes an 

optimized configuration of two hybrid systems designed for a microgrid network with the 

aim to improve the power supply in isolated areas and provide a low cost, more reliable, 

and sustainable source of electricity for rural communities that may have limited access to 

traditional power grids. These hybrid setups consist of an initial system that caters for 10 

houses which is then extended to serve 20 houses. Both setups utilize solar and wind 

energy sources, energy storage batteries, and a diesel generator. Real data collected in the 

Biskra region in the southeast of Algeria, is used. Particle Swarm Optimization algorithm 

is applied to achieve the optimal size of the hybrid system components through the 

weighted sum multi-objective approach, whereby three factors, namely, Cost of 

Electricity, Loss of Power Supply Probability, and Dummy Excess are combined into one 

objective function. Results of simulation show that the proposed approach achieves highly 

satisfactory values for the electricity prices in the 10- house and 20-house scenarios, with 

estimates of 0.15829 $/Kwh and 0.42112 $/Kwh, respectively.      

Keywords: 

Hybrid microgrid, 

Optimization, 

Optimal Sizing, 

Particle swarm optimization, 

Weighted sum approach. 
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I. INTRODUCTION 

Future sustainability and respect for environmental 

standards are the two main biggest reasons that are motivating , 

on a daily basis, all countries of the world to exploit renewable 

resources of all kinds [1]. Despite this acceleration in the 

exploitation of renewable resources, the largest energy contributor 

in the world remains fossil and traditional sources.  These sources 

are oil, gas and coal [2], [3] , and are the cause of the large 

emission of gasses and global warming that affects our planet [4].  

Renewable energy sources are the best energy supply 

alternative for energy supply for sustainable development [5]. 

Many studies have shown that the electricity industry through 

renewable resources is low cost, more reliable, and 

environmentally friendly [5]. One of the most important energy 

systems in use today is microgrid (MG). They are small-sized 

systems for power generation and can operate independently or 

connect several networks with each other, and they also have the 

ability to be connected to the central network or separated 

according to the need. Supporting these systems, especially those 

installed in isolated places, with support systems such as 

generators, aims to increase their stability [6]. Microgrid systems 

include many renewable energy systems such as Photovoltaic 

(PV) cells. and Wind Turbine (WT) generators. Batteries and 
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generators are also used to maintain the stability of the system, as 

well as the components of the loads and the control system. Small 

grids are characterized by the ability to provide energy for one 

consumer or a group of consumers according to the objectives of 

the system [7]. 

There are two types of direct and alternating current in 

small networks, due to the variety of sources available for these 

networks. The current generated by photovoltaic cells is direct 

current type  (DC) while wind turbines generate alternating 

current (AC). Two areas that are very popular in research on 

Microgrid systems are design and control. The design of the 

system is a very important stage in which energy sources are 

selected and their sizes are determined taking account all 

restrictions, the most important of which is the environment at the 

lowest possible cost of investment [8],[9] . Optimal component 

size is the most significant element that is taken into account 

when designing renewable energy systems [10]. 

The methods of sizing, formations, storage methods, and 

control strategies are the most prominent issues addressed by 

research on renewable energy sources [11]. The most serious 

problem facing the exploitation of renewable energy sources is 

their intermittent nature . To overcome this problem, several 

sources are used together to form a hybrid system. The size of the 

system is either undersized or oversized. There are two methods 

for sizing, either through dedicated software programs or with 

traditional methods [12]. 

Figure. 1, illustrates this more clearly. Artificial 

intelligence (AI) is defined as enabling machines or software to 

perform types of functions that characterize human thought in 

[13]. The optimal sizing of hybrid renewable systems is done 

through the use of several methods, including classical methods, 

hybrid methods, and AI, as clearly depicted in Figure  2.  

Several intelligence-based optimization techniques used in 

sizing of hybrid renewable energy systems have been presented in 

many studies and researches. Researchers in this field have used 

several smart algorithms to find the optimal size for hybrid 

systems, as reported in the study of Starke et al. [14], where a 

genetic algorithm is used to reduce operating and installation 

costs for a hybrid system consisting of photovoltaic solar panels 

(PV), and concentrated solar power systems (CSP) that 

concentrate solar energy. The Non-Dominated Sorting Genetic 

Algorithm II (NSGA II) was used by Kamjoo et al. [15] for the 

sizing of a hybrid system. 

A Multi-Objective Self- adaptive Differential Evolution 

algorithm (MOSaDE) was used in the optimal sizing of a hybrid 

system in the Kingdom of Saudi Arabia, by Ramli et al. [16]. 

Optimal sizing using the Particle Swarm Optimization Algorithm 

(PSO) was applied to a hybrid system in order to improve the 

electrification of a rural area located in Kerman, Iran, by 

Askarzadeh et al. [17]. In [18], Fathy et al., implemented the 

Mine Blast Algorithm (MBA) in the sizing of a hybrid system for 

a remote site in Egypt. 

The  Ant Colony Optimization (ACO) algorithm was also 

used by Suhane et al. [19] for the optimal sizing of a hybrid 

system in an isolated site. In the same context, optimal sizing of a 

hybrid system in Taiwan was effectively solved by a multi-

objective line-up competition algorithm (MLUCA) in Shi et al. 

[20]. Biogeography-based Optimization (BBO) algorithm was 

proposed by  Gupta et al. [21] for the size optimization of a small 

autonomous hybrid power system. The optimal design of a hybrid 

system was also determined by solving a multi-objective problem 

using the Preference-Inspired Co-Evolutionary Approach 

(PICEA) in [22] by Shi et al. Moreover, Sanajaoba et al. [23], the 

Cuckoo Search algorithm (CSA) was the algorithm chosen to 

determine the optimal size of an isolated and hybrid system. The 

optimal size was found by Maleki et al. [24], taking into account 

the desired reliability of a hybrid system, by using the artificial 

bee swarm optimization algorithm (ABSO). 

Zhao et al. [25] utilized the Improved Fruit Fly Algorithm 

(IFFA) to solve a multi-objective problem for sizing a hybrid 

system. On the other hand, some applications reported in the 

literature, where the PSO algorithm was used for the optimal 

design of hybrid renewable systems using objective functions in 

general formulation, the methods for solving them depend on the 

direct methods. Alternatively, in certain applications proposed in 

the literature, the Particle Swarm Optimization (PSO) algorithm 

has been employed for the optimal design of hybrid renewable 

systems. The suggested approaches involve formulating objective 

functions, and the methods utilized to solve them rely on 

regenerative or direct methods. 

In [26], the Particle Swarm Optimization (PSO) algorithm 

was applied to determine the optimal sizing of a hybrid renewable 

energy system composed of PV (photovoltaic) panels, wind 

turbines, and a fuel cell. The primary objective of the study was to 

minimize the annual cost associated with the system. PSO was 

used as a computational tool to find the most cost-effective 

configuration for the hybrid system. Similarly, Kaviani et al. [27] 

relied on the PV-Wind-Fuel cell as components of a studied 

hybrid system. The objective function was solved through the 

PSO algorithm, with the aim to find the minimum cost. The PSO 

algorithm was also used  by Khare et al. [28]to determine the 

optimal size of a hybrid system consisting of a PV–wind–diesel–

battery system. 

The objective function was formulated to minimize the 

system cost. Askarzadeh et al. [17] calculated the optimal size of 

a hybrid system consisting of PV/Wind/battery using a function 

aiming to minimize the life cycle cost (LCC) of the system. In the 

same context, The PSO algorithm was employed to size a hybrid 

system that incorporated PV, wind, fuel cell, battery, and diesel  

generator by Sharafi et al. [29], the study adopted a multi-

objective function with the goal of minimizing three key 

parameters: the total cost, the total CO2 emissions, and the energy 

deficit. 

In general, multi-objective optimization problems are more 

common than single-objectives [30]. One of the problems that 

may affect the PSO algorithm when using multi-objective 

functions is the difficulty in controlling diversity, also called 

turbulence [31]. To overcome this difficulty and avoid running 

into other problems mentioned in [32], such as the possibility of 

entrapment into local optima and the inability to recover from 

these, we have adopted a new approach in solving the multi-

objective problem proposed in this study. 

This method is called the weighted sum (WS), or in more 

general terms the linear fitness combination technique. WS is a 

widely used method in dealing with multi-objective tasks. It is 

easy to implement and achieves computational efficiency in less 

time required for solution than other methods [31].  In this paper 

instead of employing three  separate objective functions, we opted 

for the weighted sum method that combines them into a single 

objective function. This choice is made owing to the method's 

simplicity of use and proven effectiveness [33], as it gives 

satisfactory results with respect to all constraints, and enables us 

to achieve three goals at the same time.  

To achieve the optimal configuration of a stand-alone 

HMS, this study aims to analyze the economic facets involved in 

designing a compact HMS that operates independently of the 
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central grid. This system incorporates solar energy, wind energy, 

and a battery system for energy balancing, supplemented by a 

diesel generator as a backup power source. The agricultural 

region of Biskra, in Algeria,was the study area, where we 

obtained weather data through the meteorological station at the 

University of Biskra. 

A novel approach to the PSO algorithm is adopted  to 

address a multi-objective problem by associating it into a single 

objective function through a weighted combination of three 

factors: electricity cost (COE), loss of power supply probability 

(LPSP), and dummy excess. on a new line: 

The following outline highlights the major contributions of 

our work. 

• Our study goes beyond others by incorporating real-life 

data from the Biskra area in Algeria, encompassing sun radiation, 

wind speed, and temperature, rather than focusing on limited 

geographical regions. 

• Unlike previous studies that relied on the PSO algorithm 

and one energy source, we have identified the most efficient 

microgrid system design with multiple sources. 

• Our approach integrates a multi-objective function with a 

weighted sum, combining the cost of electricity (COE), the 

probability of power loss (LPSP), and the Dummy excess in a 

single fitness objective function. This is in contrast to previous 

studies that focused fitness function on single energy sources. 

• To assess the performance of the developed approach 

under varying loads. Two models of microgrid systems are 

introduced, one consisting of 10 houses and the other consisting 

of 20 houses. 

• Our results demonstrate that HMS have made significant 

improvements both in terms of efficiency and endurance. We 

offer comprehensive comparisons with previous studies to 

highlight advances in performance metrics such as COE and 

LPSP. 

This paper is formulated  as follows. Section II presents 

the components of the proposed HMS. Section III discusses the 

development of energy management strategy for the proposed 

system. Section IV gives the typical load assessment for the case 

under study. Section V presents the optimization problem which 

includes the cost analysis ,the reliability analysis ,the multi 

objective optimization, and the optimization strategy using 

Particle Swarm Optimization algorithm along with the 

optimization procedure Simulation results are discussed in 

Section VI,  and finally, the conclusions are summarized in 

Section VII. 

 

 
Figure 1: Sizing methods for hybrid system. 

Source: Authors, (2025). 

 

 
Figure 2: Optimization methods for hybrid systems. 

Source: Authors, (2025). 
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II. HYBRID MICROGRID SYSTEM (HMS) DESCRIPTION 

The Hybrid Microgrid System (HMS) examined in this 

study consists of five main system elements: a PV  system, wind 

turbines (WT), diesel generators, an inverter, and a battery bank. 

Figure 3, shows the components of the hybrid system. 

 

 
Figure 3: Components of a HMS. 

Source: Authors, (2025). 

II.1 PV SYSTEM 

The following equation is used to compute the power 

output of PV panels [34, 35]: 

 

Ppv−out  =  Prated × G/Gref   [1 + Kt ((Tamb  +

 (0.0256 ×  G)) ‒ Tref)]      (1) 

 

In which Prated represents the PV rated power under 

standard test conditions (STC), G represents solar radiation (W/ 

m2), Gref is 1 kW/m2; Kt is a constant -3.7 × 10-3 (1/°C), Tamb 

represents ambient temperature, and  Tref  represents the 

temperature in °C of PV cell at STC (25 ̊C). 

 

Table 1 provides specifics on PV parameters. Figure 4, and 

Figure 5, show data for the monthly average solar radiation and 

temperature for the city of Biskra in the southeast of Algeria in 

the year 2020. 

 

 
Figure 4: Monthly Averages of Solar Radiation in the year 2020 

Source: Authors, (2025). 

 
Figure 5: Monthly Averages of temperature in the year 2020. 

Source: Authors, (2025). 

II.2 WIND POWER SYSTEM 

The wind turbine is composed of three primary 

components: the tower, the blades, and the generator, which 

transforms kinetic energy into electrical energy . The quantity of 

electrical energy produced by a WT is influenced by the wind 

speed and blade design [36]. 

 

Pwind(t) = {   

0                          V(t) ≤ Vcut−in or V(t) ≥ Vcut−out

 Prated                                    Vrated  ≤ V(t) ≤ Vcut−out

       Prated    
V(t)−Vcut−in

Vrated−Vcut−in
            Vcut−in ≤ V(t) ≤ Vrated 

  (2) 

 

          where Prated  represents the rating power  of a single wind 

turbine, Vcut_in is the cut in speed, Vrated  the rated wind speed, 

 V cut_out the Maximum speed and V(t) represents the wind speed 

at desired height. Wind speed differs significantly with height, 

and is given by: 

V(t) = Vr(t) ×  (
h2

h1
)


                  (3) 

where Vr(t) represents the speed at a reference height, h₁; 

V(t) is the speed at a hub height h₂ , and α  is the coefficient of 

friction  . The typical value for α is 1/7=0 .14 for a low roughness 

surface, and a well exposed site . 

The characteristics of the wind turbine utilized in this 

optimization procedure are displayed in Table 1. Figure 6 shows 

the monthly average wind speed for the city of Biskra in the year 

2020. 

 

 
Figure 6: Monthly Averages of wind speed in the year 2020. 

Source: Authors, (2025). 
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II.3 DIESEL GENERATOR 

The diesel generator operates as a secondary power supply 

to the Microgrid systems. The characteristics of the loads that it 

aims to meet have a major role in choosing the rated capacity of 

the diesel generator. The diesel generator is used in the event that 

the hybrid system is unable to provide sufficient power to the 

loads. The fuel consumption Fuel(t) of the diesel generator is 

given by [37-39]. 

 

Fuel(t) = 0.246 ×  Pdiesel (t)  +  0.08415 × Prat  (4) 

 

where Pdiesel(t) represents the generated power at time t,  

0.246 and  0.08415 represent the approximated coefficients of the 

fuel consumption parameters, and Prat is the rated power. Data for 

diesel generators used in microgrid optimization are presented in 

Table 1. 

II.4 BATTERY 

The fluctuating nature of the weather conditions between 

seasons and days of the year makes the energy produced from the 

hybrid system fluctuate as well, for this reason we had we had to 

use the storage system represented by the batteries in order to 

store the surplus energy and discharge it in case of need  [40]. The 

battery state of charge SOC  at time t can be calculated during the 

charging and discharging stages through the following equations: 

 

SOCCH(t) = SOC(t − 1) ×  (1 − σ) + (Pgeneration(t)   −

(Pl(t)/ɳinv) )  ×  ɳch (5) 

 

SOCDISCH(t) = SOC(t − 1) ×  (1 − σ) + (Pl(t)/ ɳinv) −
( Pgeneration(t)  )   ×  ɳDISCH (6) 

 

Pgeneration(t)   = PPV−out (t)  +  Pwind(t) (7) 

 

Where SOCCH(t) and SOCDISCH(t) represent the battery 

charging  and discharging energy at time t, respectively. SOC(t-1) 

is the charge quantity of the battery bank  at time (t-1), σ is the 

self-discharge rate, Pgeneration(t) is the  total power generated by the 

renewable energy system. Pl (t) is the hourly load demand at time 

t , ɳinv  is the inverter efficiency , ɳCH is the battery charging 

efficiency, and ɳDISCH is the battery discharging efficiency.  

 

The battery is charged by the condition [41] : 

𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶 ≤ 𝑆𝑂𝐶𝑚𝑎𝑥              (8) 

           Where SOCmin is the minimum charge quantity of the 

battery and SOCmax is its maximum charge quantity.  

 The extra energy can be exploited if the batteries reach the 

maximum charging limit to feed the dummy load, although it is 

an increased component in the system, it is nevertheless very 

important to maintain the energy balance within the system. 

           If SOC > SOCmax  , Pdummy  can be calculated through the 

following equation [42]:    

 Pdummy(t)   = [(PPV−out (t) × ɳinv  +  Pwind(t)) − Pl(t)]        (9) 

 

III. HYNRID ENERGY SYSTEM 

We chose one hour as a time interval in this study, and the 

energy management strategy was developed according to the load 

data, the intensity of solar radiation, the temperature, and the wind 

speed during a full year of 8760 hours. The principle of the 

energy management strategy in this study can be summarized as 

follows: 

• If the energy produced from renewable sources exceeds 

the needs of the loads, the system stores the surplus in the 

batteries. 

• If the batteries are charged to the maximum, the excess 

energy is directly discharged in the dump load. 

• In the event that the system is unable to meet the needs 

of the loads through energy produced from renewable sources, the 

energy stored in the batteries is used to cover this deficit in 

meeting the demand for energy from the loads. 

• In the event that the energy in the batteries reaches the 

minimum level, the diesel generator is started immediately and 

stopped after the system is able to produce enough energy to meet 

the demand from the loads. 

 

IV. LOAD PROFILE 

The load profile must be carefully studied in any area, 

especially the areas that are isolated from the central network . 

This is done before starting any design project for renewable 

energy systems, whereby, through an in-depth study of the load 

profile, all parts of the hybrid system are selected, and this is in 

order to design a system that is economically inexpensive and 

more reliable. Figure 7 shows the daily average load profile for 

the summer season for a rural house in the city of Biskra. 

 

 
Figure 5: Typical rural house hourly load profile. 

Source: Authors, (2025). 

V. THE OPTIMIZATION PROBLEM 

 

The most important element to be studied in the design 

projects of renewable systems is the optimal sizing of all 

components of the system, where designers try to reconcile the 

price of the components and their quality. This is in order to 

obtain an acceptable life span for all components of the system, 

which enables the consumer of electrical energy in isolated areas 

to obtain electricity at the lowest cost and with more reliability.  

V.2 COST ANALYSIS 

The cost of electricity (COE), is one of the most used 

indicators in design projects for renewable systems. It is defined 

as the constant price per unit of energy, and it includes all costs 

over the life of the project [43]. It can be calculated using the 

equation below. 

COE =
Total Net Present cost

∑  8760
t=1 Pl (t)

× CRF   (10) 
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with: 

CRF =
ir×(1+ir)R

(1+ir)R−1
            (11) 

 

where CRF is a ratio used in calculating the present values 

of an annuity [44] , ir represents the real interest rate estimated in 

this study at 13% , and R is the life of the project under study and 

is estimated at 24 years.  

We can define the total net present cost as the present 

value of the project cost throughout the life of the project and it 

includes the cost of installation, operation and maintenance . 

 

V.3 RELIABILITY ANALYSIS 

 

  The reliability of the energy system is an important factor 

for the consumer, and this is to ensure the continuous supply 

without interruption of electrical energy. In this study, an 

important indicator is used, namely , the Loss of power supply 

probability (LPSP) , in order to study the possibility of failure of 

the power supply for any environmental or technical reason. 

LPSP can be calculated through Equation 12 below [45, 46]. 

 

LPSP =

∑  8760
1

(Pl (t)−(Pgeneration(t) +SOC(t−1)−SOCmin)×ɳinv+Pdiesel(t))

Pl(𝑡)
     (12) 

 

Moreover, during our analysis of the reliability of the 

system, we have added the condition. 

Pl (t) > Pgeneration (t) 

 

V.4 MULTI OBJECTIVE OPTIMIZATION 

 

The improvement strategy proposed in this study is to 

combine several elements into one objective function, which we 

call the weighted sum multi-objectives , and can be summarized 

in the following points : 

 

• Reducing the cost of electricity COE. 

• The increase in the desired reliability of the hybrid      

system through the reduction of potential energy 

losses  LPSP. 

• Reducing the energy spent on dummy load. We have 

used in the proposed objective function the ratio 

between dumpy load and load over a full year. This 

ratio is expressed in the equation below. 

 

Dummyexcess     =    ∑  8760
1

Pdummy(t)

Pl (t)
                (13) 

 

The Fitness Function FitnessFun used to obtain the optimal 

size for all components of a HMS can be expressed through 

Equation (14) below:  

 

Fitness Fun: F(X) =  Minimum(COE +  LPSP +
Dummyexcess)       (14) 

 

The decision variables  vector X can be expressed as: 

 

X = [Npv   Nwind   NBattery    NAD      Ndiesel          ] (15) 

 

          where NPV , Nwind , NBattery , NAD , and Ndiesel , are the 

numbers of solar panels, wind turbines, batteries, autonomy days, 

and diesel generators, respectively .The proposed constraints are 

as follows: 

1 ≤ Npv ≤ 45                (16) 

0 ≤ Nwind ≤ 10            (17) 

1 ≤ NBattery ≤ 45         (18) 

1 ≤ Ndiesel ≤ 4             (19) 

1 ≤ NAD ≤ 5                  (20) 

V.5 OPTIMIZATIO STRATEGY USING PARTICLE 

SWARM OPTIMIZATIO ALGORITHM 

 

The PSO algorithm simulates the movement of animal 

communities such as flocks of birds and fish, it exploits the 

intelligent social interactions of the flock and its ability to evolve 

and learn  [47, 48]. PSO is a smart search algorithm, in which 

searching is carried out through the creation of a random set of 

solutions that are called a swarm, where each possible individual 

solution is called a particle [49]. PSO considers each particle 

moving through the problem hyperspace as a possible solution to 

the objective function  . The steps of the PSO algorithm are 

summarized in three main steps as shown in Figure 8. 

 

 
Figure 8: The three main steps of PSO algorithm 

Source: Authors, (2025). 

During the execution of the  PSO algorithm, each particle 

remembers the best fitness it achieved, and compares it to the rest 

of the particles, which the algorithm calculates and updates in 

each iteration .The algorithm continues to repeat these operations 

according to pre-defined criteria and constraints until the optimal 

fitness function value is reached . Equation (21) the position of 

each particle at time step t is updated as follows: 

 

Xid(t + 1) = Xid(t)  + Vid(t + 1) (21) 

 

where d = 1,2,..., D and i = 1, ....S. D and S are the 

dimensions of the search space and the swarm size respectively , 

Vid(t+1)   is the velocity of a particle at time step t+1 . The 

velocity is updated through Equation 22 

 

Vid(t + 1) = Vid (t) + C1 ×  random1(Pbest (t) −
Xid (t)) + C2 ×  random2(gbest(t) − Xid(t))                          (22) 

 

          Where ,Vid(t) is the velocity at time t ,C1and C2 are 

constants ,random1 and random2 are random number between 1 

and 2 ,Pbest is the best individual position (cognitive learning) ,gbest 
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is the best global position (social learning ). All steps of the 

particle swarm optimization  algorithm are summarized in Figure 

9.  

 

 
Figure 9: PSO algorithm flowchart. 

Source: Authors, (2025). 

The optimization problem can be expressed in general 

formulation as follows [50] : 

 

Minimize: FK(x) = [F1(x), F2(x), … , FM(x)]T ;  K =

1,2,3, … , M  

X   (23)                
Subject to ∶  gi(x) ≤ 0 ; i = 1,2,3, … , m 

 

where FK(x) and gi(x) are functions of the design vector , M is the 

number of objective functions , m is the number of constraints , 

and X is a vector of design variables. 

Optimization problems can be classified in two categories: 

• Category 1 (single objective), when M=1 . 

• Category 2 (Multiobjective), when M > 1 . 

 

There has been a lot of research on category No. 2. This 

interest is due to the attractive features of this method, where it is 

possible to obtain one solution that achieves more than one 

objective at the same time [51, 52]. In this paper, we used and 

developed one of the methods used in solving multi-objective 

problems ,namely,the Weighted Sum Approach for 

Multiobjective Optimization(WSAFMO). This approach is often 

used in solving multi-objective problems, and consists of 

transforming a multi-function problem into a problem with one 

function that achieves all the objectives of its component 

functions. The weighting factors Wi Є [0,1] corresponding to the 

components functions are selected based on their relative 

importance[53]. We can mathematically express this method by: 

 

Minimize: FK(x) = [W1 × F1(x) + W2 × F2(x) + ⋯

+ WM × FM(x)] ;  K = 1,2,3, … , M 

𝑋  (24) 

Subject to ∶  gi(x) ≤ 0 ; i = 1,2,3, … , m 

In this study , it is proposed that  W1=W2 =W3=1 . 

 

V.6 OPTIMIZATION PROCEDUR  

 

In this study, we search for the optimal size of a HMS 

using the particle swarm optimization algorithm through the 

following steps: 

A: The design of the HMS is carefully implemented 

through the conditions followed in the energy management 

strategy according to the following: 

 

• Generation of the initial population. 

• Implement the hybrid system design by evaluating 

equations (1) through  (13). 

• Evaluation of the fitness function through Equation  

(14) taking into consideration all the constraints in 

equations (16) through (20). 

 

B: Run the optimization algorithm through the following 

operations. 

 

• Update both position and velocity through Equation 

(21) and Equation (22), respectively, together with the 

sizing of all components of the proposed HMS. 

• Implement the hybrid system design by evaluating 

equations (1) through (13). 

• Evaluation of the fitness function through Equation 14 

taking into consideration all the constraints in 

equations (16) through (20).  

• Check whether the proposed  system meets problem 

requirements and end criterion, or not. If so, the 

program will be stopped and will go to the next step, 

otherwise, the same procedure is repeated until the 

termination criterion is attained. 

• Show the optimal size for all components of the 

proposed Microgrid system with the three optimal 

values for the fitness function parameters, which are 

COE, LPSP and Dummyexcess. 

 

VI. RESULTS AND DISCUSSION 
 

An isolated microgrid network system was designed to be 

applied in the region of Biskra, Algeria, which has many 

agricultural and pastoral sites that are very isolated and without 

electrical energy. We used real weather data captured from the 

weather station at the University of Biskra. The data showed that 

the highest average solar radiation occurred in July 2020, with an 

estimated value of 307.02 W/m2. 

This peak is typical for the summer season when solar 

irradiation is generally at its maximum. In contrast, the average 

wind speed reached its highest in March 2020, estimated at 10.06 

km/h (2 .79 m /s). This increase in wind speed during the spring 

can be attributed to seasonal climatic changes. Monthly average 
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values of temperature, irradiation, and wind speed were analyzed, 

revealing seasonal patterns. Summer months exhibited the highest 

solar radiation, while spring months showed higher wind speeds. 

These seasonal variations are crucial for optimizing the hybrid 

energy system, as they influence the performance and reliability 

of both solar and wind energy sources. 

 All technical and economic specifications used for the 

components of the microgrid system consisting of solar panels, 

wind turbines, batteries and diesel generators, are shown in Table 

1 , with the interest rate taken at 13%, and the project life 

estimated at 24 years. 

 

Table 1: Technical and economic characteristics of the system 

components. 

Component Parameter Value and Uint 

Photovoltaic (PV Life time  24 year 

 Capital cost 3400 $/kW 

 Rated power  7.3 kW 

 PV regulator 

Cost  

Regulator 

efficiency  

1500 $ 

95 % 

Wind turbine (WT) Model  ZEYU FD-2KW 

 Life time  24 year 

 Capital cost 2000 $/kW 

 Rated power  5 kW 

 Rated speed  9.5 m/s 

  Cut in speed 2.5 m/s 

 Cut out speed 40 m/s 

  Wind turbine 

regulator 

Cost 

1000 $ 

 

 Efficiency 95 % 

Diesel generator Life time  24,000  hours 

 Capital cost 1000 $/kW 

 Rated power  4  kW 

Battery Life time  12 year 

 Capital cost 280 $/kW 

 Rated power  40 kWh 

 Efficiency 85  % 

Inverter Life time  24 year 

 Capital cost 2500 $ 

 Efficiency 92  % 

Economic  

parameters 

Life time of 

project 

24 year 

 Real interest 13  % 

 Running cost 

+O&M cost  

20  % 

 Discount rate  8  % 

 Fuel inflation 

rate  

5  % 

Source: Authors, (2025). 

MATLAB programming and simulation platform was used 

in this work. The maximum number of iterations was set at  50 

and the maximum number of search agents was set at 10. The 

main objective of our study was to search for the optimal size for 

all system components, that is, to search for the optimal numbers 

of solar panels, wind turbines, batteries and diesel generators.  

Two cases were proposed for the study, the first case is a  

microgrid network consisting of 10 houses, and the second case is 

a microgrid network consisting of 20 houses. We have developed 

a new design approach through the proposed objective function. 

Table 2 shows the best value for the objective function and 

computing time. 

 

Table 2: Optimization results using  PSO. 

Cases studied Best fitness values Time (sec) 

Case 1 0,49993 52.67187 

Case 2 0,43816 411.05354 

Source: Authors, (2025). 

 Figure 10 illustrates the convergence of the technique for 

the two cases studied. The results indicate that the best value for 

the objective function in Case 1 is 0,49993, which is achieved in a 

time of 52.67187 seconds . As for Case 2, the best value of the 

objective function was 0,43816, achieved in 411.05354 seconds. 

 

 
Case 1 

 
Case 2 

Figure 10: Convergence of fitness function. 

Source: Authors, (2025). 

Figure 11, illustrates the convergence curve for the cost of 

electricity, obtained for the two cases through the developed 

method of the PSO algorithm, algorithm. The figure indicates that 

the best cost of electricity  obtained is estimated at 0,15829 

$/Kwh and 0,42112 $/Kwh for Cases 1 and 2, respectively. 

 

 

Page 21



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.11 n.52, p. 14-26, March. / April., 2025. 

 

 

 
Case 1 

 
Case 2 

Figure 11: Convergence of cost of electricity (COE). 

Source: Authors, (2025). 

Figure 12, which displays the convergence curve for the  

Loss of power supply probability (LPSP), obtained for the two 

cases through the developed method of the PSO algorithm. The 

figure indicates that the best Loss of Power Supply Probability 

obtained is estimated at 0,32510 and 0,47711for Cases 1 and 2, 

respectively. 

 

 
Case 1 

 
Case 2 

Figure 11: convergence curves for the Loss of power supply 

probability (LPSP) 

Source: Authors, (2025). 

Figure 13, which shows the convergence curve for 

Dummy excess, obtained for the two cases through the developed 

method of the PSO algorithm. The figure indicates that the best 

Dummy excess obtained is estimated at 0,55994 and 0,02145 for 

Cases 1 and 2, respectively. 

 

 
Case 1 

 
Case 2 

Figure 13: Convergence of Dummy excess. 

Source: Authors, (2025). 
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Figure 14,  presents a detailed comparison of the cost of 

energy (COE) for scenarios 1 and 2. The analysis demonstrates 

that Scenario 1 achieves the most favorable COE value of 

0.15829 $/kWh, which reflects a more efficient cost structure 

compared to Scenario 2. This result highlights Scenario 1's 

advantage in minimizing energy expenses while maintaining 

overall system performance. 

 

 
Figure 14: A comparison of the main optimization factors (COE) 

Source: Authors, (2025). 

Figure 15,  illustrates the Loss of Power Supply 

Probability (LPSP) for scenarios 1 and 2. The data reveals that 

Scenario 1 not only performs better in terms of COE but also 

exhibits the lowest LPSP value of 0.32510. This indicates a lower 

likelihood of power supply disruptions, showcasing Scenario 1's 

robustness in ensuring a reliable energy supply. These findings 

underscore the effectiveness of Scenario 1 in optimizing both cost 

efficiency and reliability. 

 

 
Figure 15: A comparison of the main optimization factors (LPSP). 

Source: Authors, (2025). 

Table 3 shows the optimal values obtained for three 

parameters that represent the objective function proposed in this 

study. Table 4 also gives the optimal number of each component 

type for the proposed HMS. In Case 1, the optimization method 

yields: 23 solar panels, 3 wind turbines, 10 batteries, 1 diesel 

generator, and 5 autonomy days. 

In Case 2, we obtained 39 solar panels and 7 wind 

turbines, 11 batteries, 4 diesel generators, and 5 autonomy days. 

Table 5 gives the total energy generated over the course of a full 

year through all components of the proposed Microgrid system, 

where the energy production through solar energy is estimated at 

269280 KW in Case 1 and 456602 KW in Case 2.  

 

Table 3: Optimization results for COE , LPSP ,and Dummy 

excess using PSO 

Cases studied COE($/Kwh) LPSP(%) Dummy 

excess(%) 

Case 1 0,15829 0,32510 0,55994 

Case 2 0,42112 0,47711 0,02145 

Source: Authors, (2025). 

Table 4:Optimization results for the optimal number of system 

components using PSO. 

Cases studied NPV Nwind NBattery Ndiesel NAD 

Case 1 23 3 10 1 5 

Case 2 39 7 11 4 5 

Source: Authors, (2025). 

Table 5: The annual generated power of each component using  

PSO. 
Cases 

studied 

PV(KW) Wind(KW) Battery(KW) Diesel(KW) 

Case 1 2.6928e+05 4.4340e+03 1.4042e+05 1.1931e+04 
Case 2 4.5660e+05 1.0346e+04 6.4405e+05 7.7986e+04 

Source: Authors, (2025). 

Figure 16 gives the percentage of energy provided by the 

solar panels, wind turbines, batteries and diesel generator for the 

proposed hybrid system in the two cases studied  during a full 

year. As can be seen from these results, the Biskra region is a 

region very rich in renewable energy sources, especially solar 

energy. We have found that, in the first  studied case, the 

percentage of solar energy reached 67% of the total energy, 

followed by batteries with 29%, diesel generator 3%, and wind 

energy 1%. In Case 2, the results indicate that the percentage of 

solar energy reached 64%, the percentage of battery reached 33%, 

diesel generator 2%, and wind turbines 1%. 

 

 
Case 1 

 
Case 2 

Figure 16:  Percentage  of annual energy  contribution for all 

Microgrid’s components system using PSO. 

Source: Authors, (2025). 

Figure 17, illustrates the energy generated in the microgrid 

system over a 72-hour period. The data show that during daylight 

hours, when the energy generated from renewable resources such 

as solar and wind exceeds the load demand, the hybrid system 

stores the excess energy in batteries until they are fully charged. 
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Once the batteries are at capacity, the system dissipates the 

surplus energy. Conversely, when renewable resources cannot 

meet the load demand, the stored energy in the batteries is 

utilized, resulting in a decrease in stored energy. If the energy in 

the batteries falls to the minimum allowable level, the diesel 

generator is activated to supplement the supply. 

This behavior aligns with the findings reported by Abd El-

Sattar et al.  [54] in 2021, where similar storage and dissipation 

patterns were observed in HMS. Furthermore, the efficiency of 

energy storage and the role of the diesel generator in maintaining 

system reliability were consistent with the results of [55] in 2024, 

which highlighted the critical balance between renewable energy 

generation, storage capacity, and backup systems. 

Our results underscore the importance of optimizing 

battery capacity and integrating robust backup solutions to ensure 

continuous power supply, particularly in scenarios where 

renewable energy generation is variable. This comprehensive 

analysis provides valuable insights into the operational dynamics 

of hybrid systems, contributing to the broader understanding of 

renewable energy integration and its practical implications for 

microgrid stability and efficiency. 

 

 
Case 1 

 
Case 2 

Figure 17:  Microgrid system 's power over 72 hours using PSO 

Source: Authors, (2025). 

VII. CONCLUSIONS 

In this paper , we have presented a study on the 

determination of  the optimal size of the components of a 

microgrid system, consisting of solar panels, wind turbines, 

batteries, and diesel generators. In this study, it was suggested 

that two scenarios should be considered for a Microgrid system, 

one consisting of 10 houses, and the other one comprising 20 

houses. We developed a new model of the particle swarm 

optimization algorithm and proposed an innovative way of using 

the weighted sum multi objective function by combining together 

the lowest price of electricity, more reliability, and less waste of 

dummy load energy. 

We have chosen the agricultural and pastoral region of 

Biskra for our study, and we have reached the optimal size that 

enables us to guarantee the largest production of electricity at the 

lowest possible price and with greater reliability. All the results of 

the simulations that we have obtained confirmed that PSO is an 

effective optimization technique due to its ability to reach the 

optimal solution simply and with high efficiency. Also, the 

adopted multi-objective function was shown to alleviate the 

problem of sizing  through the integration of the cost of electricity 

(COE), Loss of Power  Supply Probability (LPSP), and Dummy 

excess into one objective function.   

Furthermore, all the results obtained prove that the Biskra 

is rich in renewable energy sources, particularly solar energy. 

Therefore, this study can be seen as a promising incentive for 

prospective investors and decision makers to invest in this region 

and establish stations to supply all isolated areas and government 

facilities such as hospitals and  schools with electrical energy.   
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This paper investigates the performance enhancement of wind energy conversion systems 

(WECS) using a Permanent Magnet Synchronous Generator (PMSG) specifically designed 

for standalone, fixed-pitch, variable-speed wind turbines. The study focuses on controlling 

the PMSG using Backstepping control which enables Maximum Power Point Tracking 

(MPPT) using the Tip Speed Ratio (TSR) method. Initially, a Proportional-Integral (PI) 

controller was implemented for regulating the generator speed. However, this approach 

encountered significant limitations, particularly in managing speed overshoot and 

responsiveness under fluctuating wind conditions. To address these issues, a neural network 

controller was introduced as a replacement for the conventional PI controller. This neural 

network controller provides an adaptive control mechanism capable of dynamically 

adjusting to change, thereby eliminating overshoot and greatly enhancing response speed 

and overall system stability. This work provides a reliable and efficient control solution 

where was the proposed control strategy was rigorously evaluated through numerical 

simulations in Matlab/Simulink, which confirmed its ability to stabilize the system and 

achieving both steady-state and dynamic optimization of wind energy conversion systems. 
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I. INTRODUCTION 

With the rising global focus on sustainable and 

environmentally friendly electricity generation, many countries 

have increasingly turned to renewable energy sources [1]. 

Currently, approximately 38% of global electricity production is 

derived from renewable sources, marking a shift aimed at 

drastically reducing carbon emissions [2], [3]. Among the various 

renewable technologies, wind energy stands out as one of the 

promising solutions [4], [5]. According to the latest data from the 

International Renewable Energy Agency, about 27% of renewable 

energy-generated electricity, or 825 GW, comes from wind energy, 

a figure projected to reach 1756 GW by 2030 [6]. As wind energy 

systems evolve, variable-speed wind turbine (VSWT) technology 

has gained popularity over fixed-speed systems due to its efficiency 

and flexibility in adapting to change wind conditions [7]. In 

particular, wind turbines based on (PMSM) have proven highly 

effective and dependable for transforming wind energy into 

electrical power, positioning PMSGs as essential components in 

modern wind energy systems [8], [9]. A variable-speed PMSG-

based (WECS) typically consists of a wind turbine connected 

directly to a PMSG, accompanied by a full-scale power converter 

with load supply [10]. Such standalone systems are particularly 

valuable in remote areas lacking grid access or where connecting 

to the grid is costly. To ensure reliable energy supply, these systems 

often include storage battery to store surplus energy from the wind, 

thus meeting demand during low-wind periods [11]. 

To maximize energy capture, WECSs often employ a 

Maximum Power Point Tracking control algorithm. The MPPT’s 

role is crucial as it dynamically adjusts the rotor speed to maintain 

optimal power generation, even as wind conditions vary. 

Traditionally, this regulation is achieved using a Proportional-
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Integral (PI) controller. Although effective, PI controllers face 

challenges related to parameter tuning and are highly sensitive to 

external conditions, particularly in nonlinear or fluctuating 

environments. These limitations often result in suboptimal 

performance when managing the complex, variable conditions 

inherent in wind energy systems [12], [13]. To overcome these 

challenges, the study introduces an Artificial Neural Network 

(ANN)-based MPPT controller as an alternative. ANNs offer 

adaptive and learning capabilities that enhance the system’s ability 

to achieve more efficient tracking of MPP, especially under rapid 

fluctuations in wind speed. Unlike traditional PI controllers, ANN-

based controllers adjust in real-time based on prior data, allowing 

them to handle nonlinear dynamics more effectively. This 

adaptability is particularly advantageous for wind systems, where 

environmental conditions can shift quickly, making static control 

less effective [14], [15]. 

Additionally, Backstepping control is applied to the 

rectifier within the system, enhancing stability and response to 

variable wind conditions. Backstepping is a nonlinear control 

technique that improves system stability by ensuring that control 

actions progressively follow desired states while satisfying 

stability conditions at each step. It is based on Lyapunov’s stability 

theory, which is critical for guaranteeing that the system remains 

stable in the face of fluctuations. Backstepping control divides the 

control design into smaller steps, allowing for more precise and 

resilient adjustments to the rectifier’s output, which directly 

impacts the overall system’s performance [16], [17]. 

By combining the ANN-based MPPT controller with an 

Adaptive Backstepping control strategy for the rectifier, this study  

establishes a comprehensive, robust control framework. This 
combination not only ensures optimized power extraction but also 

provides enhanced system flexibility and adaptability in response 

to vary wind speeds. Such resilience is essential for standalone 

systems, especially in remote areas where consistent energy output 

is crucial. The key contributions of this study are outlined as 

follows: 

1.Enhanced MPPT Control: Implementation of an ANN-

based MPPT controller that improves response time and 

adaptability in variable wind speeds. 

 

 
Figure 1: ANN-Backstepping schematic diagram for a PMSG-based wind energy conversion system. 

Source: Authors, (2025). 

 

2. Advanced Backstepping Control: Utilize a Backstepping 

control approach founded on Lyapunov’s stability theory to 

optimize the system's overall performance and adaptability to 

external variations. 

3.Design and Parameterization: Configuration for a 3kW wind 

turbine system, providing practical insights for implementing 

PMSG-based WECS. 

4.Comparative Evaluation: Analysis of PI and ANN controllers, 

showing ANN's superiority in handling nonlinear conditions and 

variable parameters for optimal power extraction. 

 

This article is structured into five sections:  

 

 Section 1 introduces the study. 

 Section 2 outlines the system configuration, including the 

aerodynamic model of the wind turbine, the modeling of the 

permanent magnet synchronous generator, and the MPPT 

approach. 

 Section 3 delves into the Backstepping control method, 

providing a detailed analysis of the control laws based on 

Lyapunov stability theory. 

 Section 4 synthesizes the speed regulator. 

 Section 5 presents the simulation results. 

The article concludes with a summary of the main findings and 

overall conclusions. 

 
II. MODELING AND DESCRIPTION OF THE SYSTEM 

II.1 THE SYSTEM CONFIGURATION DESCRIPTION 

A WECS typically consists of both electrical and 

mechanical  components. As illustrated in Figure 1, the system 

analyzed in this study includes a turbine, a (PMSG), a converter 

(rectifier), and a resistive load R. The turbine converts wind energy 

into mechanical energy, which is subsequently transformed into 

electrical energy by the generator. This process involves a 

machine-side converter (MSC) linked through a DC-link bus. In 

this study, various control strategies have been explored, including 

Maximum Power Point Tracking (MPPT) using PI and ANN 

regulators, as well as Backstepping Control. The subsequent 

sections detail the mathematical modeling of each component. 
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II.1.1 WIND TURBINE AERODYNAMIC MODELING 

This section aims to model the aerodynamic aspects of the 

(WECS) with a simplified approach, covering both the wind profile 

and turbine models. The turbine generates mechanical energy by 

converting the wind's kinetic energy into usable power [18]. The 

power available in the wind is described by Equation (1): 

 

𝑃𝑤𝑖𝑛𝑑 =
1

2
 . ⍴. 𝑆. 𝑉𝑤𝑖𝑛𝑑

3                                                                          (1) 

 

Due to certain physical limitations [19], the wind turbine 

can only capture a portion of the available wind energy, as 

represented by the following equation: 

 

𝑃𝑚𝑒𝑐=𝐶𝑝(β,λ).𝑃𝑤𝑖𝑛𝑑=
1

2
.⍴. 𝑆. 𝐶𝑝(𝛽, 𝜆).𝑉𝑤𝑖𝑛𝑑

3                                      (2) 

        

Here, ρ, β, S, and 𝑉𝑤𝑖𝑛𝑑  represent the air density, pitch 

angle, blade area, and wind speed, respectively. The power 

coefficient Cp, also referred to as the Betz limit, indicates the 

efficiency of the wind turbine blades in converting the wind's 

kinetic energy into mechanical energy. This coefficient depends on 

both the pitch angle (β) and the tip speed ratio (λ), Theoretical 

studies indicate that the maximum achievable power coefficient is 

0.593. However, due to practical limitations—such as blade 

number, shape, weight, and stiffness—this theoretical maximum 

cannot be fully achieved. Typically, well-designed turbines 

achieve power coefficients ranging between 0.4 and 0.5. 

The relationship between the aerodynamic power 

coefficient (Cp) and the tip speed ratio (λ) for varying pitch angles 

(β) is depicted in Figure 2(a), In this study, the wind turbine 

achieves maximum power extraction with an efficiency of 0.4535. 

This optimal performance occurs when the pitch angle (β) is set to 

zero degrees, and the tip speed ratio (λ) reaches its ideal value of 

8.02. The power coefficient (Cp) is expressed by a specific non-

linear function as follows: 

{
  
 

  
 𝐶𝑝 = 0.5176(

116

𝜆𝑖
− 0.4𝛽 − 5) 𝑒

−
21
𝜆𝑖 + 0.0068. 𝜆

1

𝜆𝑖
=

1

𝜆 + 0.08. 𝛽
−
0.035

1 + 𝛽3

𝜆 =
𝑅.Ω

𝑉𝑤𝑖𝑛𝑑

                   (3) 

The mechanical torque is defined as the ratio of the power 

supplied to the Permanent Magnet Synchronous Generator 

(PMSG) to the rotor's mechanical speed. Using Equations (2) and 

(3), the turbine torque can be calculated using the following 

formula: 

𝑇𝑚𝑒𝑐 =
𝑃𝑚𝑒𝑐
Ω

=
1

2
.
⍴. 𝑆. 𝑅3. 𝐶𝑝(𝛽, 𝜆). Ω

3

𝜆3
         (4) 

 

II.1.2 PERMANENT MAGNET SYNCHRONOUS 

GENERATOR MODELING 

The Permanent Magnet Synchronous Generator (PMSG) plays 

a crucial role in (WECS) as the primary component responsible for 

transforming mechanical energy into electrical energy. With power 

ratings reaching several megawatts, the PMSG is widely preferred 

due to its significant advantages over traditional synchronous 

machines [20]. In this study, the dynamic equations describing the 

operation of the PMSG are formulated in the synchronous rotating 

reference frame (d-q) as follows: 

 Stator volage: {
𝑉𝑠𝑑 = 𝑅𝑠. 𝑖𝑠𝑑 +

𝑑ᴪ𝑑

𝑑𝑡
− 𝑤𝑟 . ᴪ𝑞

𝑉𝑠𝑞 = 𝑅𝑠. 𝑖𝑠𝑞 +
𝑑ᴪ𝑞

𝑑𝑡
−𝑤𝑟 . ᴪ𝑑

             (5) 

 Stator fluxes: {
ᴪ𝑑 = 𝐿𝑑 . 𝑖𝑠𝑑 + 𝛷𝑓
ᴪ𝑞 = 𝐿𝑞 . 𝑖𝑠𝑞

                                (6) 

 

 

 
Figure 2: Wind Turbine Characteristics: (a) Cp curve showing variations with pitch angle β, (b) Power and mechanical speed 

characteristics of the wind turbine at different wind speeds. 

Source: Authors, (2025). 
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This allows writing: 
 

{
𝑉𝑠𝑑 = 𝑅𝑠. 𝑖𝑠𝑑 + 𝐿𝑑

𝑑𝑖𝑠𝑑
𝑑𝑡

− 𝑤𝑟 . 𝐿𝑞 . 𝑖𝑠𝑞

𝑉𝑠𝑞 = 𝑅𝑠. 𝑖𝑠𝑞 + 𝐿𝑞
𝑑𝑖𝑠𝑞

𝑑𝑡
− 𝑤𝑟 . 𝐿𝑑 . 𝑖𝑠𝑑 . +𝑤𝑟 . 𝛷𝑓

         (7) 

 

The electromagnetic torque in the Park coordinate system, 

combined with the mechanical equation, characterizes the system 

as follows: 

{
𝑇𝑡𝑢𝑟 − 𝑇𝑒𝑚 = 𝐽.

𝑑Ω 

𝑑𝑡
+ 𝑓𝑐 . Ω

𝑇𝑒𝑚 =
3

2
. 𝑝. [(𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞 +𝛷𝑓 . 𝑖𝑠𝑞]

                  (8) 

 

II.1.3 MPPT CONTROL 

 

As shown in Figure 2(b), the maximum energy output 

varies with wind speed. The rotor speed at maximum energy output 

is known as the optimal rotor speed (Ω_opt), and MPPT is used to 

maintain this speed at each wind speed to achieve maximum energy 

output. 

Figure 3 illustrates a block diagram of the wind turbine 

system incorporating (MPPT) with speed control, adapted from 

[21]. 

 

  
Figure 3: The block diagram of MPPT with speed control. 

Source: Authors, (2025). 

 

In a standard (WECS), when the wind speed surpasses the 

nominal value, a pitch angle control strategy is employed to 

regulate the turbine's mechanical power output and ensure system 

safety [22]. However, this study focuses on (MPPT) under the 

assumption that the wind speed stays below the nominal value. 

Consequently, the turbine's blade pitch angle is considered fixed 

during the MPPT operation. In general, the operational range of a 

(WECS) can be divided into four specific zones based on wind 

speed, as depicted in Figure 4. 

 

 
Figure 4: Various operating regions of a wind turbine. 

Source: Authors, (2025). 

 

III. IMPLEMENTATION OF ADAPTIVE BACKSTEPPING 

CONTROL IN PMSG-BASED WIND ENERGY SYSTEMS 

III.1 MACHINE SIDE CONTROL 

Backstepping control is a structured approach used to 

design controllers for nonlinear systems, making it suitable for a 

diverse range of applications [23]. Its concept is based on breaking 

down a complex system into a series of interconnected first-order 

subsystems, where a virtual control law is first developed for a 

small subsystem and then extended iteratively to the entire system. 

A Lyapunov function is constructed during this process to ensure 

system stability [24]. Backstepping is categorized into two 

techniques: The non-adaptive backstepping algorithm assumes that 

all system parameters, including those related to the PMSG, are 

fully known and remain constant. However, this assumption is 

often unrealistic in practical applications, as parameters can vary 

due to factors such as temperature changes, magnetic saturation 

effects, and variations in load torque. Consequently, it is essential 

to consider the nonlinearities and uncertainties introduced by these 

unknown parameters when designing the controller. To improve 

the system's robustness against parameter variations and 

measurement noise, estimators, often called observers, are 

commonly employed. The adaptive backstepping control algorithm 

leverages these estimations to achieve more precise 

approximations of the actual system parameters, including those 

related to the PMSG [25]. The method is fundamentally used to 

regulate system parameters, such as electromagnetic torque, within 

a vector control framework by controlling stator voltages. Stator 

current components (𝑖𝑠𝑑and 𝑖𝑠𝑞) in the  rotating frame are managed 

to achieve torque control through 𝑖𝑠𝑞 and flux control through 𝑖𝑠𝑑  . 

Reference voltages applied to the machine’s side converter 

determine the control signals for rectifier arms, ensuring precise 

regulation of the system [26]. Based on Equations (7) and (8), the 

system model is clearly outlined as follows: 

 

{
  
 

  
 

disd
dt

=
1

Ld
(−Rs. isd + p. Ω. Lq. isq + Vsd)

disq

dt
=
1

Ld
(−Rs. isq − p. Ω. Ld. isd − p. Ω.Φf + Vsq)

dΩ

dt
=
1

J
(Ttur − Tem − fc. Ω)

         (9) 
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STEP 1: MECHANICAL SPEED CONTROLLER DESIGN: 

The speed tracking error can be expressed using the 

following equation: 

𝑒Ω = Ω𝑟𝑒𝑓 − Ω                                (10) 
 

The derivative is expressed as: 
 

�̇�Ω = Ω̇𝑟𝑒𝑓 − Ω̇                                                                  

=Ω̇𝑟𝑒𝑓 −
1

𝐽
[𝑇𝑡𝑢𝑟 −

3𝑝

2
((𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞 + 𝑖𝑠𝑞 . 𝛷𝑓) − 𝑓𝑐. Ω] (11) 

 

 The initial step ensures the tracking of the reference speed, thereby 

eliminating the speed error. To achieve this, Lyapunov's function 

is utilized: 

V1 =
1

2
eΩ
2                                          (12) 

 

The derivative of Lyapunov's function is expressed as 

follows: 
 

�̇�1 = 𝑒Ω. �̇�Ω                                                                                            

= −𝑘Ω𝑒Ω
2 +

𝑒Ω

𝐽
(−𝑇𝑡𝑢𝑟 + 𝑓𝑐Ω + 𝑘Ω. 𝐽. 𝑒Ω +

3𝑝

2
. 𝑖𝑠𝑞 . 𝛷𝑓)+ 

3

2.𝐽
𝑝(𝐿𝑑 −

𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞 . 𝑒Ω (13) 
 

To guarantee the stability of the first subsystem, it is 

essential to select  �̇�1 as negative. This selection leads to the 

appropriate determination of the stator currents 𝑖𝑠𝑑 and 𝑖𝑠𝑞 . 
 

{
𝑖𝑠𝑑_𝑟𝑒𝑓 = 0

𝑖𝑠𝑞_𝑟𝑒𝑓 =
2

3.𝑝.𝛷𝑓
(𝑇𝑡𝑢𝑟 − 𝑓𝑐. Ω − 𝑘Ω. 𝐽. 𝑒Ω)

              (14) 

 

The virtual references 𝑖𝑠𝑑_𝑟𝑒𝑓 𝑎𝑛𝑑 𝑖𝑠𝑞_𝑟𝑒𝑓 are defined for 

the second step. Substituting  𝑖𝑠𝑑_𝑟𝑒𝑓 , 𝑖𝑠𝑞_𝑟𝑒𝑓  and Ω̇𝑟𝑒𝑓 = 0 into 

Equation (13) yields: 

�̇�1 = −𝑘Ω. 𝑒Ω
2 ≤ 0                              (15)  

 

The system represented by Equation (15) will remain 

stable if 𝑘Ω  is chosen as a positive constant. 

 

STEP 2: DESIGNING THE STATOR CURRENT 

CONTROLLER: 

In the second step of this algorithm, the control 

voltages𝑉𝑠𝑑_𝑟𝑒𝑓 𝑎𝑛𝑑 𝑉𝑠𝑞_𝑟𝑒𝑓 , which are determined based on the 

system's virtual inputs, specifically the stator currents (𝑖𝑠𝑑 , 𝑖𝑠𝑞). The 

errors in the stator currents are defined by the following equations: 
 

ed = isd_ref − isd                              (16) 
 

eq = isq_ref − isq                              (17) 
 

Using Equations (16) and (17), the dynamic behavior of the current 

errors 𝑒𝑑
.  and 𝑒𝑞

.  can be expressed as: 
 

�̇�𝑑 = isdref
. − isd

. = 0 − isd
.

=
1

Ld
(Rs. isd − p. Ω. Lq. isq − Vsd)                (18) 

 

�̇�𝑞 = isqref
. − isq

. =
2

3. p.Φf

(−fcΩ
. − kΩ. J. eΩ

. )          

+
1

Lq
(Rs. isq + p. Ld. Ω. isd + p. Ω.Φf − Vsq)            (19) 

With: 
 

�̇�Ω =
1

J
[−kΩ. J. eΩ −

3p

2
Φf. eq −

3p

2
. (Ld − Lq)isd. isq]      (20) 

 

The expression for �̇�𝑞 is then given as: 
 

�̇�𝑞 =
2

3.p.Φf
 × 

((𝑘Ω. 𝐽 − 𝑓𝑐)  [𝑇𝑡𝑢𝑟 − 𝑓𝑐Ω −
3𝑝

2
. (𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . +𝑖𝑠𝑞 . 𝛷𝑓]) 

+
1

Lq
(Rs. isq + p. Ω. Ld. isd + p. Ω.Φf − Vsq)          (21) 

 

As the system grows more complex, incorporating three 

state variables, it becomes essential to choose a second Lyapunov 

function to calculate the stator voltage references. This function 

considers both the rotational speed error and the stator current 

errors: 

V2 =
1

2
(eΩ
2 + ed

2 + eq
2)                            (22) 

 

By applying Equations (18), (20), and (21), the derivative 

of the second Lyapunov function is obtained as: 
 

�̇�2 = (𝑒Ω. 𝑒Ω
. + 𝑒𝑑 . 𝑒𝑑

. + 𝑒𝑞𝑒𝑞
. )                 (23) 

 

�̇�2 = −𝑘Ω. 𝑒Ω
2 − 𝑘𝑑 . 𝑒𝑑

2 − 𝑘𝑞 . 𝑒𝑞
2 

+
𝑒Ω
𝐽
(−

3𝑝

2
. 𝛷𝑓 . 𝑒𝑞 −

3𝑝

2
. (𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞) 

+
𝑒𝑑
𝐿𝑑
(𝑅𝑠. 𝑖𝑠𝑑 − 𝑝Ω. 𝐿𝑞 . 𝑖𝑠𝑞 − 𝑉𝑠𝑑 + 𝑘𝑑 . 𝐿𝑑 . 𝑒𝑑) 

+
𝑒𝑞

𝐿𝑞
[

2.𝐿𝑞

3.𝑝.𝐽.𝛷𝑓
((𝑘Ω. 𝐽 − 𝑓𝑐) [𝑇𝑡𝑢𝑟 − 𝑓𝑐. Ω −

3.𝑝

2
. (𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞 +

𝑖𝑠𝑞 . 𝛷𝑓]) + 𝑅𝑠. 𝑖𝑠𝑞 + 𝑝. Ω. 𝐿𝑑 . 𝑖𝑠𝑞 + 𝑝. Ω. 𝛷𝑓 − 𝑉𝑠𝑞 + 𝑘𝑞 . 𝐿𝑞 . 𝑒𝑞] 

(24) 

 

Based on Lyapunov's theorem, the stability of the 

subsystem is guaranteed when the derivative of  𝑉1  to be negative. 

Therefore, 𝑘𝑑  𝑎𝑛𝑑 𝑘𝑞 are assigned positive values, and the 

following voltages are utilized as reference voltages: 
 

{
 
 
 
 
 

 
 
 
 
 
𝑉𝑠𝑑𝑟𝑒𝑓 = 𝑅𝑠. 𝑖𝑠𝑑 − 𝑝. Ω. 𝐿𝑞 . 𝑖𝑠𝑞                                                             

+𝑘𝑞 . 𝐿𝑞 . 𝑒𝑞 −
3. 𝑝

2. 𝐽
. 𝐿𝑑(𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑒Ω                                        

𝑉𝑠𝑞𝑟𝑒𝑓 =
2. 𝐿𝑞

3. 𝑝. 𝐽. 𝛷𝑓
                                                                           

((𝑘Ω. 𝐽 − 𝑓𝑐) [𝑇𝑡𝑢𝑟 − 𝑓𝑐 . Ω −
3. 𝑝

2
. (𝐿𝑑 − 𝐿𝑞)𝑖𝑠𝑑 . 𝑖𝑠𝑞 + 𝑖𝑠𝑞 . 𝛷𝑓])

+𝑅𝑠. 𝑖𝑠𝑞 + 𝑝. Ω. 𝐿𝑑.𝑖𝑠𝑑 + 𝑘𝑞 . 𝐿𝑞 . 𝑒𝑞 −
3

2. 𝐽
𝑝. 𝑖𝑠𝑞 . 𝛷𝑓 . 𝑒Ω

 

(25) 

IV. SYNTHESIS OF THE SPEED REGULATOR 

IV.1 PROPORTIONAL-INTEGRAL (PI) 

As shown in Figure 2, the MPPT control strategy has been 

integrated into the traditional Backstepping control approach. This 

method aims to enhance the performance of WECS by ensuring 

optimal wind power extraction at both low and high wind speeds. 

Moreover, it guarantees that the generator operates within a safe 

speed range to protect the system [27]. As previously discussed in 
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this study, the wind turbine achieves its peak power output when 

the power coefficient (Cp) equals 0.4535. To maintain this level of 

efficiency, the turbine's rotational speed is continuously regulated 

through the use of a Proportional-Integral (PI) controller, as 

illustrated in Figure 5. 

 

 
Figure 5: Closed-loop system with the PI. 

Source: Authors, (2025). 

 

The design of the PI controller is as follows: 

 

𝑃𝐼 = (
𝑘𝑝𝑠+𝑘𝑖

𝑠
)                                 (26) 

 

IV.2 ARTIFICIAL NEURAL NETWORK (ANN) 

To improve the system's performance across various wind 

conditions, the PI controller was substituted with a regulator based 

on an Artificial Neural Network (ANN). 

An Artificial Neural Network (ANN) is a computational 

model inspired by the architecture and behavior of biological 

nervous systems. It imitates human cognitive capabilities, enabling 

machines to interpret and process information in a way similar to 

human thought patterns. 

ANNs consist of interconnected neurons that are 

organized into layers: input, hidden, and output layers, where the 

data is received, processed, and transmitted [28]. These neurons 

work in parallel and are connected by adjustable numerical weights 

that are fine-tuned during the learning process [29]. The theoretical 

model of a basic neuron is represented by the following equation: 

 

𝑦𝑖
𝐴𝑁𝑁 = 𝑓(∑ 𝑤𝑖𝑥𝑖

𝑛
𝑖 + 𝑏)                       (27) 

 

The variables 𝑛 , 𝑦𝑖
𝐴𝑁𝑁 , 𝑓 , 𝑥{𝑥𝑖 , 𝑖=1,2,…,𝑛},𝑤𝑖  and 𝑏 

represent the number of neural network inputs, the output vector of 

the network, the activation function, the neural network input 

vector, the weight matrix, and the bias, respectively. Typically, the 

bias input is set to either +1 or −1, and the weight matrix is adjusted 

using the backpropagation method. 
The neuron serves as the fundamental building block of 

artificial neural networks, encompassing summation and activation 

functions [30], as shown in figure 6. 

 

 
Figure 6: Structure of artificial neural network (ANN) model. 

Source: Authors, (2025). 

 

IV.2.1 DESIGNING THE ANN MODEL 

 The initial phase in constructing the Artificial Neural 

Network (ANN) requires gathering the necessary datasets. In this 

research, the datasets were derived from simulation outcomes, 

focusing on input and output values of the system’s speed regulator 

(PI). Wind speed data was also incorporated during model 

development to ensure a comprehensive representation. The 

acquired data was randomly divided into three categories for 

training, validation, and testing purposes: 

 

 70% of the data was allocated for training. 

 15% was used for validation. 

 15% was reserved for testing. 

 

In the next phase, the ANN controller was implemented 

using MATLAB's user-friendly graphical interface, specifically the 

"nntool" feature available in MATLAB R2021a. It should be 

emphasized that the efficiency of the ANN controller is affected by 

various elements, including the number of neurons in the hidden 

layer, the type of activation function used, and the training 

algorithm selected [31]. 

 

IV.2.2 PERFORMANCE EVALUATION 

The evaluation of the trained ANN models was conducted 

using the Mean Squared Error (MSE), which measures the average 

squared difference between the predicted outputs of the network 

and the target values. A reduction in MSE during simulations 

indicates an ANN controller with improved accuracy, signifying a 

better alignment between the predictions of the model and the 

expected outputs. During training, the weight adjustments were 

performed iteratively using the Levenberg-Marquardt 

backpropagation algorithm. This iterative training process 

continued over multiple cycles until the error was reduced to an 

acceptable level. If the error failed to converge satisfactorily, 

modifications were applied to the ANN structure, such as 

increasing or decreasing the number of hidden neurons or changing 

the configuration of hidden layers [32]. 

As shown in Figure 7(a) and (b), the ANN-based speed 

controller achieved exceptional performance, with a minimal MSE 

of 0.00217 and 6.3528e-5, demonstrating a high degree of 

alignment between the output and target values. The optimal 

configurations of the proposed ANN models are summarized in 

Table 1. 
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Table 1: ANN architecture and training parameters. 

ANN Parameter Speed Controller (wind speed under Step 

Profil) 

Speed Controller(wind speed under random 

Profil) 

Neuron network 

architecture 

Multi-Layer Perceptron Feedforward Multi-Layer Perceptron Feedforward 

Inputs/ Outputs Data Ԑ(Ω)/Tem-ref Ԑ(Ω)/Tem-ref 

Number of neurons: Input 

layer 

Hidden layer 1 

Hidden layer 2 

Hidden layer 3 

Output layer 

 

1 

25 

10 

- 

1 

1 

5 

10 

5 

1 

Hidden activation Tansig Tansig 

Output activation Purline Purline 

Training function 

(Algorithm) 

Trainlm 

(Levenberg-Marquardt algorithm) 

Trainlm  

(Levenberg-Marquardt algorithm) 

Number of epochs 400 548 

Learning rate 0.1 0.1 

Training goal 0 0 

Performance function 0.0021704 6.3528e-5 

Source: Authors, (2025). 

 

 
(a) 

 
(b) 

Figure 7: (a)Training performance based on MSE (Step Profil), (b) Training performance based on MSE (Random Profil) 

Source: Authors, (2025). 

 

V. RESULTS AND DISCUSSIONS 

To evaluate the effectiveness of the proposed control 

scheme, a 3 kW PMSG-based (WECS) was simulated using 

MATLAB/Simulink. The simulation parameters for the power 

synchronous generator and turbine under varying wind conditions 

are detailed in Tables A.1 and A.2 in Appendix A. This study 

conducted two tests to compare the effectiveness, performance, and 

robustness of the proposed ANN-Backstepping control method 

with the PI-Backstepping approach. Additionally, the tests 

evaluated the impact of these control strategies on the system's 

dynamic behavior. In the first test, the wind speed (WS) profile was 

subjected to step changes, including both increases and decreases. 

The second test used a randomly varying WS profile to evaluate 

system response. 
 

 
Figure 8: Wind speed profile 

Source: Authors, (2025). 
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Figure 9: Mechanical Speed of the PMSG 

Source: Authors, (2025). 

 

 
(a) 

 
(b) 

 
(c) 

Figure 10: (a) Aerodynamic Power, (b)  Power Coefficient Cp 

and (c) Tip Speed Ratio λ 

Source: Authors, (2025). 

 
(a) 

 
(b) 

Figure 11: (a) Electromagnetic Torque, (b) Mechanical Torque 

Source: Authors, (2025). 

 

V.1. STEP PROFILE 

As illustrated in Figure 8, the wind speed profile 

experiences step changes within a 5-second time span. Figures 9 

and 10(a) illustrate the mechanical speed (Ω) and aerodynamic 

power of the system when employing the PI-Backstepping and 

ANN-Backstepping control strategies, respectively. It is evident 

that both the mechanical speed and aerodynamic power closely 

follow their reference values, mirroring the shape of the wind speed 

profile. However, as highlighted in Zoom (1) of Figure 9, the 

mechanical speed controlled by the PI-Backstepping approach 
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exhibits a significant overshoot of 12%, whereas the ANN-

Backstepping control eliminates this overshoot entirely. A similar 

observation can be made for the aerodynamic power in the 

zoomed-in view of Figure 10(a). Additionally, ANN-Backstepping 

offers a shorter settling time and reduced tracking error, as 

demonstrated in Zoom (2) of Figure 9, further validating the 

effectiveness of the proposed control strategy. Furthermore, 

Figures 10(a) and 10(b) depict the power coefficient (Cp) and the 

tip speed ratio (λ), which maintain a close alignment with their 

reference values under the ANN-Backstepping control. This 

approach achieves minimal tracking errors and no overshoot, even 

during wind speed fluctuations, outperforming the PI-

Backstepping method. These findings confirm that the system 

operates near its optimal rotational speed and demonstrate the 

superior efficiency of the proposed ANN-Backstepping control in 

terms of settling time, overshoot, and precision compared to the PI-

Backstepping control. 

 

 
Figure 12: PMSG current 

Source: Authors, (2025). 

 
Figure 11(a) demonstrate electromagnetic torque . Both 

PI-Backstepping (red) and ANN-Backstepping (blue) are 

compared, showing that ANN-Backstepping exhibits smoother 

performance with fewer oscillations during transient conditions. 

The zoomed section between 1.2s and 1.6s emphasizes that ANN-

Backstepping achieves better control with reduced fluctuations, 

highlighting its superior disturbance handling. Both strategies 

stabilize after disturbances, but ANN-Backstepping shows better 

torque regulation throughout. Figure 11(b)  demonstrate 

Mecanichal torque. Both strategies track these step changes, but 

ANN-Backstepping (pink) demonstrates a slightly faster and 

smoother response compared to PI-Backstepping (blue). The 

zoomed-in section (0 to 0.1s) highlights the reaction to an abrupt 

torque 

change. ANN-Backstepping shows reduced overshoot and better 

tracking precision. 

As depicted in Figure 12, the currents of a (PMSG), 

illustrating the behavior of three-phase currents, and  under specific 

operating conditions. The currents oscillate sinusoidally, 

maintaining a balanced three-phase system. This indicates proper 

functioning of the PMSG, with the phases remaining symmetric 

under normal conditions. Zoomed Section (2.4–2.42s) this 

magnified view reveals the detailed sinusoidal nature of the 

currents. After the transient period, the current waveforms 

gradually return to their steady-state sinusoidal pattern, 

demonstrating the system’s ability to recover and reestablish 

balance. 

 

 
Figure 13: Wind speed profile 

Source: Authors, (2024). 

 

 

 
Figure 14: Mechanical Speed of the PMSG. 

Source: Authors, (2025). 
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(a) 

 
(b) 

 
(c) 

Figure 15: (a) Aerodynamic Power, (b) Power Coefficient Cp and 

(c) Tip Speed Ratio λ  

Source: Authors, (2025). 

 

V.2. RANDOM PROFILE 

This section examines the stability of the evaluated 

control system under conditions of random wind speed variations, 

as illustrated in Figure 13.These variations highlight the challenges 

faced by control systems in maintaining stable performance in 

fluctuating wind Scenarios. In the Figure 14 (mechanical speed) 

offers a comparison between two control techniques: PI-

Backstepping and ANN-Backstepping, with a reference value. Key 

observations include: 

Zoom 1 (Overshoot and Settling Time): ANN-

Backstepping shows reduced overshoot and quicker settling time, 

indicating superior dynamic response.  

 

 
Figure 16: Mechanical Torque. 

Source: Authors, (2025). 

 
Zoom 2 (Steady-State Stability): The ANN-Backstepping 

method demonstrates closer adherence to the reference signal 

during steady-state operation, confirming its improved accuracy.  

As shown in Figure 15(a), evaluates the aerodynamic 

power output under the two control strategies. ANN-Backstepping 

displays a more consistent response across time, with smoother 

transitions and better tracking of power fluctuations compared to 

PI-Backstepping. The inset zoom highlights the rapid stabilization 

of aerodynamic power during initial transient conditions, where 

ANN-Backstepping shows an advantage in handling disturbances. 

Figures 15(b) and (c) illustrate the successful achievement of 

MPPT, as the Cp and λ values are maintained at their optimal and 

most desirable levels, respectively. The proposed ANN-

Backstepping method for MPPT guarantees quick stabilization of 

the optimal power coefficient while consistently preserving the 

ideal λ value. Figure 16 demonstrate Mecanichal torque. This plot 

showcases the mechanical torque dynamics of the system under 

both control methods. The following is evident: 

ANN-Backstepping provides smoother torque transitions, which 

can reduce mechanical stress and enhance system longevity. 

In the zoomed-in view, ANN-Backstepping again achieves quicker 

stabilization and smaller torque deviations compared to PI-

Backstepping, emphasizing its improved disturbance rejection 

capabilities.  

 

VI. CONCLUSIONS 

This study aimed to enhance the performance of wind 

energy systems by focusing on a wind turbine coupled with a 

(PMSG), rectifier converter, and load. The research evaluated and 

validated the efficiency of control strategies, particularly 

Backstepping control for PMSG and (MPPT). Initially, a PI 

regulator was employed for MPPT, which was later replaced with 

an (ANN) for improved performance. 

 

The key scientific contributions of this work are as follows: 

 

 The integration of Backstepping control with PMSG 

demonstrated superior system stability and robustness. 
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 The replacement of the traditional PI regulator with ANN for 

MPPT significantly improved power tracking accuracy and 

dynamic response. 

 

 Enhanced dynamic aerodynamic power quality and faster 

response times were achieved. 

 

 The ANN-based MPPT control reduced tracking errors and 

ensured optimal performance under varying wind profiles. 

 

The simulation results confirmed that combining 

Backstepping control with ANN-based MPPT offers a robust and 

efficient solution for wind energy systems. This approach not only 

ensures consistent power output but also optimizes the overall 

energy harvesting efficiency, making it a valuable contribution to 

renewable energy research. Future work will focus on analyzing 

the dynamic performance of a PMSG-based wind energy 

conversion system under varying load conditions. 

 

APPENDIX A 

Table A.1: parameters for the power synchronous generator. 

Parameter Value 

Rated generator power (Pn) 3kW 

Stator Inductance (Ls) 0.0076 H 

Pole pairs (p) 4 

Permanent magnet flux 𝛷𝑓 0.4 Wb 

Coefficient of friction(f) 0.00016900 kg.m2.s-1 

Moment d'inrtie (J) 0.0032 kg.m2 

Stator Resistance (Rs) 2.3 Ω 

Source: Authors, (2025). 
 

Table A.2: Parameters of the turbine. 

Parameter Value 

Radius of the turbine blade (R) 1.41m 

The air density (⍴) 1.23 kg/m3 

Tip-speed ratio (λ) 8.02 

Power Coefficient (Cp) 0.4535 

Source: Authors, (2025). 
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Fungi are one type of microbe that plays an important role in human life, there are many 

groups of fungi that can be found in everyday life, one type of fungus that is pathogenic and 

produces aflatoxins, namely fungi with Aspergillus flavus species. Bogor taro has the 

potential to be used as a raw material because it has a carbohydrate content of 23.7% as an 

energy source, while potatoes have a total carbohydrate of 19.10%. So it can be known that 

the amount of carbohydrates in taro bogor is more than potatoes. Based on this background, 

researchers are interested in conducting research related to the use of taro bogor ( Colocasia 

esculenta ( L.) Schott ) as a growth medium for the fungus Aspergillus flavus. This type of 

research is experimental with Posttest Only Control Group Design research design, in this 

study the control group in the form of Aspergillus flavus planted on PDA medium while in 

the experimental group in the form of Aspergillus flavus planted on taro medium at a 

concentration of 2%. 4% and 6%. Conclusion based on the results of the paired T-test test, 

the p-value of taro medium is 2% and 4% less than 0.05 which means there is a significant 

difference with PDA medium, while in taro medium 6% the p-value of > 0.05 which can be 

concluded that there is no significant difference between taro medium 6% and PDA medium.  
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I. INTRODUCTION 

Fungi are one type of microbe that plays an important role 

in human life, there are many groups of fungi that can be found in 

everyday life, both saprophytic (beneficial) and pathogenic 

(harmful) fungi. One type of fungus that is pathogenic and 

produces aflatoxin is the fungus species Aspergillus flavus. The 

result of the fungal toxin Aspergillus flavus is in the form of 

mycotoxins which are compounds from the metabolic products of 

fungi. Aflatoxin can cause health problems, one of which can 

attack the nervous system, is carcinogenic, causes cancer in the 

liver, kidneys, and stomach [1].  

Cases of poisoning due to aflatoxin are quite common as 

happened in Kenya in 2014 causing the death of 125 people [2]. 

Based on the report of the Food and Drug Monitoring Agency 

(BPOM) in 2014 throughout Indonesia, there have been 153 cases 

of food poisoning in the province. The highest number of food 

poisoning in West Java Province was 32 incidents (21%), Central 

Java 17 incidents (11%), Jakarta Special Capital Region, East Java, 

and West Nusa Tenggara each 11 incidents (7.2%), Bali 10 

incidents (6.5%), until the lowest in Riau, Bangka Belitung, and 

South Kalimantan each 1 incident (0.7%) [3]. It is suspected that 

the presence of microbial activity, one of which is fungi [4]. 

Studying the properties possessed by microorganisms 

such as fungi, research can be done by breeding through growth 

medium. Medium is a material consisting of a mixture of food 

substances (nutrients) that function as a place to grow microbes 

such as carbohydrates which are the main source for carbon 

metabolism in fungi, besides that it is also osmosis pressure, does 

not contain inhibitors and is sterile. One of the medium commonly 

used for fungal growth is Potato dextrose agar (PDA) [5]. 

PDA is a medium that is often used to grow fungi in the 

laboratory because of its low pH, which is pH 4.5 to 5.6 so that 

bacterial growth can be inhibited. Bacteria require a neutral 

environment with a pH of 7.0 and an optimum temperature between 

25-30°C for growth [6]. The composition of PDA medium consists 

of 200 grams of potato extract (carbohydrate), 20 grams of dextose, 

and 15 grams of agar and 1000 ml of distilled water [7].  

Based on its composition, PDA is included in the semi-

synthetic medium because it is composed of natural ingredients 
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(potatoes) and synthetic ingredients (dextrose and agar). Potatoes 

are a source of carbon (carbohydrates), vitamins and energy, 

besides the agar component serves to solidify the PDA medium. 

Each of the three components is indispensable for the growth and 

proliferation of microorganisms, especially fungi [8].  

PDA medium is often ready-made or instant so that this 

medium is ready to use. However, this medium only exists in 

certain places. Abundant natural resources can be used for fungal 

growth medium, this makes the impetus for researchers to conduct 

research on PDA replacement medium derived from natural 

ingredients with good enough content as a substitute for PDA 

medium. The material used as a substitute for PDA nutrients must 

be fulfilled, one of which contains high carbohydrates and protein 

[6].  

The main base material for making PDA medium is 

potatoes which are a source of carbohydrates, so other substitutes 

can be made which contain almost the same as potatoes, namely by 

using Bogor taro (Colocasia esculenta (L.) Schott). Taro is one of 

the tubers that usually grows on the banks of rivers, swamps and 

barren land. Bogor taro has the potential to be used as a raw 

material because it has a carbohydrate content of 23.7% as an 

energy source, while potatoes have a carbohydrate amount of 

19.10%. So it can be seen that the amount of carbohydrates in taro 

bogor is more than potatoes. Taro bogor also has sufficient 

nutrients that allow it to be used as a medium for the growth of 

Aspergillus flavus fungus [9]. 

Based on this background, researchers are interested in 

conducting research related to the use of bogor taro (Colocasia 

esculenta (L.) Schott) as a medium for the growth of Aspergillus 

flavus fungi. 

 

II. MATERIALS AND METHODS 

Type of Research. 

This type of research is experimental, namely knowing a 

symptom or influence that arises due to certain treatments with a 

research design using Posttest Only Control Group Design with this 

design allows researchers to measure the difference or effect of 

treatment on the experimental group by comparing the group with 

the control group [10]. in this study the control group was 

Aspergillus flavus grown on PDA medium while the experimental 

group was Aspergillus flavus grown on taro medium at a 

concentration of 2%. 4% and 6%. 

   

Time and Location of Research. 

The research was conducted in June 2024. The sampling 

was carried out in Labuhan Batu and then made into flour and then 

brought to the Laboratory of the Institute of Health Medistra Lubuk 

Pakam, Jalan Sudirman No.38, Petapahan, Kec. Lubuk Pakam, 

Deli Serdang Regency, North Sumatra to be studied. 

Tools and Materials. 

Measuring cup, object glass, deck glass, analytical balance, 

hot plate, stirring rod, dropper, ose, bunsen, lighter, petri dish, 

autoclave, erlenmeyer, flour sieve, ruler, oven, microscope, mask, 

handscoon, wooden mortar, pestle. PDA medium, taro flour 

medium concentration 2%. 4% and 6%.  Aspergillus flavus culture, 

distilled water, plain agar, sugar, cotton, lactophenol cotton blue 

(LPCB) reagent, label paper, and plastic wrap. 

 

Cultivation of Aspergillus flavus fungus on PDA medium and taro 

medium at concentrations of 2%. 4% and 6%. 

Prepare tools and materials, take a Petri dish containing 

Aspergillus flavus culture. Then the tip of the ose is sterilized first 

over a bunsen flame until it is red and wait until it cools. After that, 

take the fungal culture on the bikan. Then, Aspergillus flavus 

fungal colonies were taken and planted on PDA medium and on 

taro medium using the single dot method. Then incubated at room 

temperature (25-30°C) for 3 days. 

Identification. 

a. Macroscopic  

Take the medium that has been incubated to make 

observations to see the surface of the medium by observing the 

colonies, and the surface and matching the observation results with 

the characteristics of the Aspergillus flavus fungus. Then record the 

observations and document them. 

b. Microscopy: 

Tools and materials are prepared, then LPCB reagent is 

dripped 1-2 drops on the glass object. The tip of the ose is sterilized 

first over a bunsen flame until red and wait until it cools. After that, 

take the fungal culture in the culture and then place the fungus on 

the glass object that has been dripped with LPCB solution then 

flattened and then cover with deckglass and observed under a 

microscope. 

c.  Measuring the Diameter of Fungal Colonies 

Measured using a ruler, then recorded the results in 

millimeters (mm). 

Data analysis. 

Data analysis was carried out by processing the collected 

data using the SPSS program using the Parametric test, namely the 

Paired T-Test Test. 

III. RESULTS  

Macroscopic. 

The results of macroscopic identification of Aspergillus 

flavus fungal colony growth are cotton-like, there is a dark yellow 

area on the surface of the fungus that is clearly visible on PDA 

medium, while on taro medium at concentrations of 2%. 4% and 

6% did not look so clear. In addition, the green area that grows on 

taro medium at concentrations of 2%. 4% and 6% are not as thick 

as the green area that grows on PDA medium. 

 

 
Figure 1. Macroscopic on 

PDA medium. 

 
Figure 2. Macroscopic on 

2% taro médium. 

Source: Authors, (2025) 

 
Figure 3. Macroscopic on 

4% taro médium. 

 
Figure 4. Macroscopic on 

6% taro médium. 

Source: Authors, (2025). 
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Microscopic. 

The results of microscopic identification of Aspergillus 

flavus fungal colony growth on PDA media and taro media at 

concentrations of 2%. 4% and 6%, obtained the results of 

round conidia heads, long conidia and hyphae are concentrated 

in taro media and PDA media. 

 

 
Figure 5. Microscopic on 

taro médium. 

 
Figure 6. Microscopic on 

PDA medium. 

Source: Authors, (2025). 

 

Fungal Colony Diameter. 

The results of measuring the diameter of fungal colonies 

obtained the highest average in taro media with a concentration 

of 6%, namely 26 mm. 

 

Table. 1 Diamater of colony growth of Aspergillus flavus fungus. 

 

Sample 

Repetition 

Colony Diameter (in 

milli meters) 

At Taro Media 

Concentration 

Control 

2% 4% 6% PDA 

1 16 23 24 29 

2 17 20 30 32 

3 20 21 25 34 

Source: Authors, (2025). 

 

Comparison Test Results. 

From the results of the paired t-test (Paired T- Test) with 

the analysis of the SPSS program between 3 variables, it can be 

seen that the p-value of 2% taro media compared to PDA media 

results p = 0.002, 4% taro media compared to PDA media results 

p = 0.042 and in 6% taro media compared to PDA media results 

p = 0.119. From the p-value, it shows that the taro media 

compared with PDA media has a significant difference at a 

concentration of 2% and 4% while the taro media 6% compared 

with PDA media obtained a p-value = 0.119 these results are 

greater than 0.05 which means there is no significant difference 

between taro media concentration 6% with PDA media. 

 

Table. 2 Comparison test results. 

Sample Mean N SD Sig 

2% taro medium -PDA 17,62 3 2,082 0,002 

4% taro medium -PDA 21,33 3 1,528 0,042 

6% taro medium -PDA 26,33 3 3,215 0,119 

Source: Authors, (2025). 

 

IV. DISCUSSIONS 

The results obtained from the study show that the bogor taro 

media can grow Aspergillus flavus fungi. The results of the 

diameter of Aspergillus flavus colonies in table.1 show that the 

diameter of colonies at concentrations of 2% to 6% has increased 

compared to the control media (PDA), this is because at the highest 

concentration of 6% the carbohydrate and protein content in the 

media is higher than the concentrations of 2% and 4%.  

 The results of this study are in line with research conducted 

by Amir, et al. (2018) with the largest diameter found at the highest 

concentration of 8%, because Aspergillus flavus utilizes the 

nutritional content in taro media, especially carbohydrates and 

proteins to grow and develop so that growth is faster at high 

concentrations [11]. 

In the comparison test using the paired T-test test, the p 

value = 0.002 in the 2% concentration of taro media and p = 0.042 

in the 4% concentration of taro media, which means that the p-

value data <0.05, these results show that there is a significant 

difference in the diameter growth of Aspergillus flavus fungi in 2% 

and 4% taro media against PDA media.   

The results of this study are in line with research conducted 

by Amir, et al. (2018) with the results there is a significant 

difference [11]. However, at a taro concentration of 6%, the results 

obtained did not have a significant difference with PDA media 

because the p-value of 0.119 was greater than 0.05, this result was 

supported by research by Octavia, et al. (2017) whose results 

showed that 6% taro media did not have a significant difference 

with PDA media [8]. 

The growth of Aspergillus flavus is indicated by the 

development of diameter, spore fertility, and mycelium color. PDA 

control media has the best Aspergillus flavus growth. Taro media 

has more complex nutrients (difficult to digest) so that the mycelial 

growth of fungal colonies is not as optimal as PDA media. This is 

emphasized by Gandjar (2006), which states that the complex 

content in the media causes the test fungus to take longer to break 

down into simple components that can be absorbed by cells used 

for synthesis and energy [12,13]. 

In addition to nutritional needs to grow, there are also 

several factors that can also affect the growth of fungi, namely the 

humidity factor, in this factor the Aspergillus flavus fungus can 

grow with 70% environmental humidity. Then the temperature 

factor, in this factor the Aspergillus flavus fungus will grow with 

an optimum temperature of 30 ° C and the pH factor, the 

Aspergillus flavus fungus can grow with a pH between 5-7. Of the 

three factors that can also affect the growth process of fungi in a 

medium [13]. 

Based on the results of the research, the best mushroom 

growth media is in taro media with a concentration of 6% because 

the media has a simple formulation and is the best media because 

of its ability to support mushroom growth [14].. 

 

V. CONCLUSIONS 

Based on the results of the paired T-test, the p-value of 2% 

and 4% taro media is less than 0.05, which means there is a 

significant difference with PDA media, while in 6% taro media the 

p-value> 0.05, which can be concluded that there is no significant 

difference between 6% taro media and PDA media. 
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Corona and flashover threshold voltages are affected by the characteristics of insulator 

materials, such as chemical composition and thickness, as well as environmental conditions, 

including humidity and temperature. Eggshell powder is produced from the impact of 

crushed eggshells; this powder will be used as a substitute and filler (cement) used in the 

pavement mixture on solid insulators. This study aims to understand the difference in the 

response of flashover and corona phenomena to increased voltage in composite insulators. 

Flashovers tend to occur at low voltages and decrease drastically at high voltages, while 

coronas rarely appear at low voltages but increase and stabilize at high voltages. Flashovers 

are rare at voltages over 20 kV, but corona is still possible. This suggests that the design of 

insulators or conductors for high voltages needs to pay attention to the corona effect which 

can lead to material degradation over time, while the risk of flashover is lower. In this study, 

the voltage threshold for the emergence of corona is about 20 kV, where the electric field is 

strong enough to trigger an electrical discharge around the conductor. After crossing this 

limit, the corona remains at high voltage. Therefore, the design of the material or insulator 

must consider the constant presence of corona at high voltages to prevent material damage 

due to the discharge of electrical energy around the conductor. 

 

Keywords: 

Corona discharge, 

flashover voltage, 

composite material, 

eggshell powder. 
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I. INTRODUCTION 

Solid insulators or solid-form electrical insulators are 

commonly used in a variety of electrical applications to ensure 

system safety and efficiency. There are several types of solid 

insulators being researched, especially for high-voltage 

applications such as transformers [1]. Some of the key materials for 

solid insulation include thermoplastic polymers, such as 

polyurethane, which have advantages in dielectric strength and 

mechanical resistance. It is a good alternative to cellulose-based 

pressboards for insulators on transformer windings due to their 

better resistance to high voltages and lower dielectric losses [2].  

In the world of materials research, step by step is always 

taken to find more innovative and sustainable solutions. One of 

these innovations is the testing of the electrical insulation 

properties of eggshell mixture materials. As the industry's need for 

eco-friendly insulator materials increases, researchers are starting 

to turn their attention to organic waste that was previously 

considered worthless. 

The research also includes important insulating 

characteristics, such as the material's ability to withstand high 

stresses without experiencing damage. For example, polymer 

dielectrics and glass fibers are often tested for their resistance to 

conditions such as partial discharge and electrical damage due to 

cracks on the surface of the material. This study is important to 

improve the performance of insulation materials that are more 

stable and efficient in the long term. In this study, eggshells were 

not only tested to see how they can survive under high voltages, 

but also how their electrical conductivity compares to traditional 

insulator materials. The biggest challenge is to ensure that the new 

composite is thermally stable, so that it remains able to protect 

electrical and electronic devices under extreme conditions. 
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This research is conducted by testing the high voltage 

resistance of a process that tests materials to the limit of their 

natural capabilities. It further looks at how much electricity can be 

channeled through this material, ensuring that it remains an 

effective barrier between electric current and vulnerable elements. 

Thermal stability is something that needs to be considered, seeing 

how these processed eggshells are able to withstand temperature 

fluctuations without experiencing deformation or deterioration in 

quality. 

Eggshells, which are organic waste from the food and 

household industries, have attracted attention as a potential 

alternative material for a variety of applications. The eggshell is 

mostly composed of calcium carbonate (CaCO3) with a unique 

microstructure, which gives it attractive mechanical and thermal 

properties. In this context, the use of eggshells as a solid insulator 

material offers various advantages. The use of eggshells helps 

reduce organic waste that contributes to environmental pollution. 

Eggshells are easy to obtain because they are abundant waste from 

various sectors, such as households, restaurants, and food 

processing plants. As a waste material, eggshells do not require 

high production costs, so they are more economical than 

conventional insulator materials. The calcium carbonate content in 

the eggshell provides sufficient dielectric strength for electrical 

insulation applications 

 

II. THEORETICAL REFERENCE 

Corona discharge is an electrical discharge phenomenon 

that occurs when the electric field around a conductor reaches a 

point where the surrounding gas molecules are ionized. This 

usually occurs at high voltages and becomes more common on non-

smooth surfaces, such as wires or insulators. The limit or threshold 

of corona discharge refers to the minimum voltage that causes an 

electrical discharge in the form of a corona discharge. This 

threshold is influenced by factors such as the surface of the 

material, atmospheric pressure, and the dielectric properties of the 

material. Dielectric Properties in Insulator Composites, is a mixture 

of several materials to improve electrical insulation properties. A 

good composite material will have the property of being resistant 

to the flow of electric current and be able to reduce leakage. 

Eggshells contain calcium carbonate which naturally has 

good insulating properties. The use of eggshell as a dielectric 

composite material aims to utilize the abundant and inexpensive 

material, but still has good performance in high voltage 

applications. Stress Testing on Composite Materials: Typically, 

testing is done by applying a gradually increasing voltage to the 

insulator material to identify the point where corona discharge 

begins to occur. This is done in a laboratory using a voltage that 

can be controlled and monitored in real-time. To detect corona 

discharge at the micro level, ultraviolet cameras and electric 

current measurement devices are used. It helps identify the 

distribution of the electric field and detect the discharge point 

before it reaches a destructive threshold. 

The quality and homogeneity of the eggshell distribution in 

the composite matrix affect the corona stress threshold. Evenly 

distributed materials tend to have a well-distributed electric field, 

reducing the possibility of corona discharge. Microstructural 

effects in composites, such as the presence of small cavities or 

imperfections (microvoids), can lead to a significant increase in the 

local electric field, which can lower the corona threshold. 

Insulators made of eggshell-based composite materials can be a 

more economical alternative compared to conventional polymer- 

or ceramic-based insulators. In addition, they can provide 

comparable performance in terms of high-voltage isolation. 

Stability to the Environment: In addition to efficiency, eggshell 

composite insulators also have good resistance to temperature and 

humidity changes, making them a reliable choice in outdoor 

applications or in demanding environments. 

There have been several previous studies that have 

addressed the phenomenon of corona and flashover voltage in solid 

insulators, particularly in the context of high voltages and outdoor 

applications. These studies show that corona threshold stresses and 

flashovers are affected by the characteristics of insulator materials, 

such as chemical composition and thickness, as well as 

environmental conditions, including humidity and temperature. For 

example, research focusing on flashover in insulators under 

vacuum conditions found that parameters such as electric field 

strength, insulator geometry, and insulator surface smoothness 

played an important role in preventing flashovers from occurring. 

This research aims to increase the withstand voltage of the 

insulator, which ultimately increases the resistance of the insulator 

to the corona phenomenon at high voltages [3]. 

Another study examined contaminated insulators in the 

transmission network. The results show that the presence of 

contaminants can lower the flashover voltage, so it is important to 

consider the protection and maintenance of the insulator to improve 

the reliability of the system [3]. Construction and Building 

Materials: Research shows that egg shells processed into powder 

can be used as a partial substitute for cement in the manufacture of 

concrete or bricks. The addition of eggshells, especially in certain 

percentages such as 5-10%, can increase the compressive strength 

of the material, although at higher proportions it will usually 

decrease. Research at De La Salle University, for example, shows 

that eggshells can be an alternative to construction materials by 

using seawater mixtures to reinforce eggshell-based concrete [4]. 

Eggshells have also been used as adsorbents for the removal 

of heavy metals and dyes from wastewater, since its main 

composition, calcium carbonate, has the ability to absorb 

pollutants. This use offers an environmentally friendly solution for 

the utilization of eggshell waste, while reducing water pollution 

and improving clean water quality. Joe, S. Y in This paper 

discusses the long-term use of temporary FPD, Polymethyl 

Methacrylate (PMMA) as a temporarily fixed material, and the 

benefit of eggshell waste to porosity and flexural strength of 

PMMA materials. The addition of eggshell to PMMA for 

temporary fixed restoration could decrease porosity and increase 

the flexural strength of PMMA material because it contains 

calcium carbonate so that it could be used for the manufacture of 

provisional fixed restoration which requires long-term 

useKeywords: temporary fixed denture, polymethyl methacrylate, 

eggshell, porosity, flexural strength [5]. 

 

III. MATERIALS AND METHODS 

III.1 MATERIALS 

Eggshells are mainly composed of about 94-97% calcium 

carbonate (CaCO₃) which acts as the main component that gives 

the shell its hard structure, but it also contains a variety of other 

materials in smaller amounts of Protein Matrix – about 1-2% serves 

as a binder between calcium carbonate crystals, providing 

additional strength and elasticity. The composition of egg shells, 

which is composed mostly of calcium carbonate, makes them a 

potential material for applications in various industries, such as 

composite materials, fertilizers, and even solid insulator materials. 

The research uses eggshell material, then the ideal 

proportion of egg shell mixture with resin material is used to 
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produce a high-quality insulator. In this research, the test material 

used uses a ratio of 60/40 and 2% of the Resin Weight equivalent 

to 1.2 Grams, the results obtained by the insulator as a test material 

have perfectly hardening properties, are flame retardant and have a 

hard texture, the material and insulator used are shown in Figure 1. 

 

 
(a) 

 
(b) 

Figure 1: Materials and Testing (a) eggshells as solid insulators 

(b) Eggshell insulators. 

Source: Authors, (2025). 

 

In making eggshell insulators, there are several materials 

needed, including: polyester resin, eggshells, catalysts, glazes, and 

methyl methacrylate. Polyester resin is an organic compound that 

is more volatile or has a higher VOC (Volatile Organic 

Compounds) content than epoxy resin. So polyester resin has a 

much stronger odor than epoxy resin. Polyester resins have strong 

and flammable VOC exhaust gases or vapors. Polyester resin is 

also one of the types of resin insulators that are often used. This 

resin has good electrical insulation properties, is resistant to 

weather, and is resistant to corrosion.  

Eggshell powder is a powder produced from the impact of 

crushed eggshells, this powder will be used as a substitute and 

filler (cement) used in pavement mixtures. The shell of a poultry 

egg consists of calcium carbonate of 97% of its mass, glued 

together with a protein matrix. Without the protein matrix, the egg 

would become very brittle and would not be able to maintain its 

shape. 

III.2 METHODS 

Recent research has explored various methods to model 

and optimize corona release in composite insulators. Ultraviolet 

imaging has been used to estimate the magnitude of the emitter, 

taking into account factors such as observation distance and 

imager amplification [6]. Derivatives-Free Breakers combined 

with finite element modeling have been used to optimize corona 

ring parameters, reducing electric field intensity by up to 66% [7]. 

The Finite Element Method (FEM) has been proposed as an 

effective technique for calculating the distribution of potential 

forces and electric fields along insulators, especially on complex 

composite fields [8]. In addition, Response Surface Methodology 

has been applied to optimize the dielectric strength of polymer 

composites by determining the optimal fill ratio, with commercial 

wollastonite and alumina trihydrate identified as important factors 

[9]. This study provides valuable insights into the modeling and 

optimization of coronal release thresholds in composite insulators. 

The breakdown voltage for a solid insulator is the 

maximum voltage that can be applied to the insulator material 

before dielectric damage or electrical jumps through the material 

occur [10]. To find the breakdown voltage equation in solid 

insulators, there are several theoretical approaches based on the 

basic laws of electric fields, as well as the material properties of 

the insulators used. In general, the Vb break-through voltage  
depends on several factors, such as the thickness of the material d, 

the strength of the critical electric field Eb, and the material 

constant of the insulator. The basic equation for the break-through 

voltage in a solid insulator can be written as: 

     Vb = Eb × d      (1) 

 

Where,   = Electric Field (kV/cm), 𝑉 = Breakout voltage (kV), 𝑑 

= material thickness (cm) 

 

In this study, eggshells were not only tested to see how they 

can survive under high voltages, but also how their electrical 

conductivity compares to traditional insulator materials. The 

biggest challenge is to ensure that the new composite is thermally 

stable, so that it remains able to protect electrical and electronic 

devices under extreme conditions. 

This research involves testing the high voltage resistance of 

a process using materials to the limits of their natural capabilities, 

and ensuring that they remain an effective barrier between electric 

current and vulnerable elements. Thermal stability is the final 

highlight, seeing how these processed eggshells are able to 

withstand temperature fluctuations without experiencing 

deformation or deterioration in quality. With this approach, 

eggshell mixed materials can be a pioneer in creating electrical 

insulators that are not only efficient but also environmentally 

friendly. 

 

IV. RESULTS AND DISCUSSIONS 

In this study, the test was carried out in an insulator in dry 

conditions using the Insulation Resistance Tester (Megger) testing 

tool, the circuit used in the test can be seen in figure 1. 

 

 
Figure 2: Diagram Rangkaian Pengujian. 

Source: Authors, (2025). 

 

By using the test tool as seen in figure 2, the test results obtained 

are shown in table 1. 

 

Table 1. Isolator Test Results  

Test Voltage 

(kV) 
Time (second) Explanation 

5 120 X 

10 120 X 

15 120 X 

20 120 X 

30 120 flashover 

80 120 flashover 

Source: Authors, (2025). 

 

Table 1. Showing the results of voltage tests on insulators 

in dry conditions to observe flashover and corona phenomena. The 

electrical voltage applied to the insulator during the test, expressed 

in kilovolts (kV), ranges from 5 kV to 80 kV. The test time at each 

voltage level is 120 seconds for each voltage level. At 5 kV and 10 

kV, no flashover occurs. At a voltage of 20 kV, there is no flashover 

at this voltage, which indicates that this voltage is still relatively 

safe from flashover in dry conditions.  
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At voltages of 30 kV and 80 kV, the corona phenomenon 

begins to appear which causes flashovers. The corona phenomenon 

usually occurs at high voltages where the electric field around the 

conductor is strong enough to ionize the air without causing a full 

electrical discharge or flashover. The threshold voltage for 

flashover in dry conditions is around 15 kV. At this voltage, 

flashovers sometimes appear and sometimes not, indicating that at 

voltages above 15 kV, the risk of flashover increases. The 

emergence of Corona, the corona phenomenon begins to be seen at 

30 kV and continues at higher voltages. This is consistent with the 

theory that corona tends to occur at high voltages when the electric 

field is strong enough to cause partial ionization. 

The results obtained are followed by the relationship 

between the test voltage and the occurrence of flashover using 

linear regression. In this context, the free variable (X) is the test 

voltage (kV). A bound variable (Y), where a flashover occurs, 

which is usually expressed in binary form (e.g., 0 for no flashover 

and 1 for flashover). From the data obtained made at voltages 

below 15 kV, the probability of flashover is low or non-existent. 

At voltages of 15 kV and above, the probability of flashover 

starting to increase or occur consistently at a given voltage. Using 

simple binary linear regression it is possible to estimate the 

likelihood of a flashover occurring based on the applied voltage. 

The Linear Regression model was used to find the relationship 

between voltage and flashover probability, the results obtained are 

shown in the graph Figure 3. 

 

 
Figure 3: Relationship Between Voltage and Flashover 

Probability. 

Source: Authors, (2025). 

 

From the graph in figure 3, we can see the linear regression 

relationship between voltage (kV) and flashover probability. Based 

on the results of the graph in the figure, the linear regression 

equation is obtained: 

 

Flashover Probability = − 0.0038 × Voltage + 0.3104 

 

Where the slope of -0.0038 indicates that with increasing 

voltage, the probability of flashover decreases slightly linearly in 

this model. An intercept of 0.3104 indicates the approximate 

probability of a flashover when the voltage is close to 0 kV. 

However, this relationship does not appear to show a strong trend 

due to the variable flashover data at a given voltage (e.g., at 15 kV). 

The error value generated from this linear regression model, 

expressed in the form of Mean Squared Error (MSE), is about 

0.124. This shows how far the model predicts from the actual 

flashover data, this model may be less accurate to predict directly. 

Furthermore, it describes the relationship between voltage 

(kV) and the probability of flashover (electrical leap through the 

surface of the insulator) and the probability of corona (discharge of 

electrical charge around the conductor) at various voltage levels. 

The graph of the modeling results using the python programming 

language is shown in Figure 4 

 

 
Figure 4: Flashover and Corona Probability and Voltage. 

Source: Authors, (2025). 

 

In figure 4. The Y axis indicates the "probability" for two 

electrical phenomena, namely flashover and corona. Note, 

however, that the probability value here is not like a regular 

probability (0 to 1), but rather a relative probability that may be 

measurable as the intensity or frequency of events under certain 

experimental conditions. This value can be interpreted as the 

frequency or rate of flashover and corona events at different 

voltage levels. X-Axis (Voltage in kV): The X-axis indicates the 

voltage level in kilovolts (kV), which increases from 0 to 80 kV. 

Increasing voltages can affect the likelihood of both phenomena, 

depending on the characteristics of the insulator material or 

component being tested. 

The Flashover Curve (Blue Line with Dots) shows a 

downward trend: Initially, the probability of flashover is quite high 

at low voltages (about 10 kV), but then it decreases drastically as 

the voltage rises to about 20 kV. This may indicate that at low 

voltages, flashover phenomena occur more frequently, but there is 

a certain limit where high voltages actually decrease the occurrence 

of flashovers. Once the voltage reaches about 20 kV, the flashover 

probability remains stable (close to zero) up to 80 kV. This may be 

due to the more stable strength of the electric field at high voltages, 

so flashover does not occur because the insulation is more effective 

at this level. 

The Corona Curve (Red Line with the Cross), has an 

increasing trend: The probability of the corona starts from a 

negative value (which may be interpreted as a very low or 

insignificant event) at low voltages, but gradually increases with 

increasing voltages. This shows that the corona phenomenon tends 

to be more dominant at high voltages. Stability at High Voltage: 

After reaching a voltage of about 20 kV, the probability of the 

corona remains relatively stable (close to a certain positive value) 

up to 80 kV. This may indicate that the corona becomes a constant 

phenomenon that does not increase or decrease significantly at high 

voltages, but is nonetheless present as an electric field effect. 

To find out the relationship between voltage (kV) and 

corona presence indicators, modeling is needed by showing how 

the corona phenomenon appears at a certain voltage and remains at 
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a higher voltage, the results obtained are seen in the graph in figure 

5. 

 

 
Figure 5: Corona Appearance With Increasing Voltage 

Source: Authors, (2025). 

 

This figure 5 graph shows the relationship between voltage 

(kV) and corona presence indicators. The graph shows how the 

corona phenomenon appears at a given voltage and remains at a 

higher voltage.  Y Axis (Corona Indicator): The Y axis indicates an 

indicator of corona presence, with a value of 0 indicating "No 

Corona" and 1 indicating "Corona Appearing". This indicates 

whether or not the corona phenomenon occurs at a given voltage. 

X-axis (Voltage in kV): The X-axis indicates the voltage level from 

0 to 80 kV. The higher the voltage, the more likely it is that corona 

will occur, according to the pattern shown in the graph. 

At voltages below 20 kV, the indicator shows no corona 

(value 0). This means that at low voltages, the corona phenomenon 

has not yet appeared. The Corona surge occurred at a voltage of 

around 20 kV. At this point, the graph shows a sharp transition 

from "No Corona" to "Corona Appears." This shows that the 

threshold voltage for the appearance of the corona is around 20 kV. 

After reaching a voltage of 20 kV and above, the corona remains 

(value 1), and the graph becomes stable. This suggests that once 

the corona appears, it will remain present at higher stress levels, 

and the phenomenon becomes constant. 

 

V. CONCLUSIONS 

In the research that has been carried out, the results have 

been obtained, that the flashover and corona phenomena have 

different responses to increased voltage. Flashover is more likely 

to occur at low voltages and then decrease drastically at high 

voltages. In contrast, corona is less frequent at low voltages, but it 

increases and then stabilizes at high voltages. 

At high voltages (more than 20 kV), flashovers are rare, but 

corona is still possible. This suggests that in insulator or conductor 

designs for high voltages, the corona effect needs to be specifically 

considered, while the risk of flashover may be lower. For 

equipment operated at high voltages, the material and insulator 

design need to focus on reducing the corona effect, which can lead 

to material degradation over time. Flashover seems to be a problem 

at low or medium voltages. 

Voltage Threshold that the corona starts to appear at a 

voltage of about 20 kV. This is the threshold voltage where the 

electric field is strong enough to cause an electrical discharge 

around the conductor. After crossing the threshold of 20 kV, the 

corona does not disappear, but rather remains at a higher voltage. 

This means that the material or insulator design must consider the 

constant presence of corona at high voltages to prevent damage or 

degradation of the material due to the discharge of electrical energy 

around the conductor. 
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This paper covers the impact of voltage dependent load models on the small signal stability 

in Western States Coordinating Council (WSCC) system having Automatic Voltage 

Regulator (AVR) with increased generation and load scenarios. Earlier work on the same 

system using constant power type of load representation for locating the Hopf bifurcation 

point was done by the authors of this manuscript. This paper deals with the extension of the 

previous work to include various voltage dependent small signal load models such as 

Constant Current (CC),  Constant Impedance (CZ),  Industrial (IND) and large scale Electric 

Vehicle (EV) for evaluating damping ratios and sketching the locus of critical modes at 

stressed loadings by defining six cases. A thorough comparison of damping ratios of several 

complex modes obtained after including various voltage dependent load models in the 

linearization programmes with the constant power model presented in earlier work at the 

nominal loading is done. It is concluded that by including large scale EV load model at load 

buses, highest damping ratio of exciter mode corresponding to first generator of WSCC 

system was obtained when compared to remaining load models.  
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I. INTRODUCTION 

Stability of a system can be broadly classified into large 

scale stability and small signal stability. The behaviour of system 

with huge disturbance is dealt by former one where non-linear 

differential equations have to be solved at every time step using 

various numerical integration techniques [1]. The later one is small 

scale stability which encompasses small disturbances where 

linearization process for Differential Algebraic Equations (DAE’s) 

are taken up and displayed in state space form to provide insight 

into asymptotic stability behaviour of system near equilibrium 

point.  

Earlier the power system loads were categorised as Constant 

Power (CP), Constant Current (CC) and Constant Impedances (CZ) 

[2], [3]. For the purpose of load flow, CP type is the most 

convenient form of load representation whereas CZ type is the most 

flexible for combining it into the bus admittance matrix to facilitate 

Krons reduction during linearization processes. Industrial loads 

(IND) can be expressed as combination of CZ, CC, CP (ZIP) 

model and its inclusion in distribution network for solving the 

network voltages are presented in [4]. Using adjustable converter 

dynamics for CP loads, the effects of CP and CZ loads are 

compared in a distribution network with four loads thus suggesting 

the degradation of performance with CP loads [5]. Electric 

Vehicle(EV) loads are emerging in the market and expected to rise 

in the future and thus large scale integration of EV’s is a matter of 

concern and hence the inclusion of this model was considered in 

this manuscript.  

Taking CC and CZ models into consideration for small 

signal stability analysis, [6] developed analytical techniques to 

include the effect of above models in the overall system matrix 

formulation in Western States Coordinating Council System 

(WSCC) as shown in Figure 1. The application of forward and 

backward sweep methods in micro grid having different EV models 

are given in [4], [7] presented current injection load flow to 

evaluate voltage profile and losses using ZIP based static EV load 

model in distribution network. [8] considered the application of 

Particle Swarm Optimization (PSO) based tuning of power system 
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stabilizer for improving the damping performance in distribution 

network having static ZIP-EV load model. They did not present the 

behaviour of modes with simultaneous increase in load and 

generation.  

 

 
Figure 1: Single line diagram of Western States Coordinating 

Council System. 

Source: Authors, (2025) 

Hopf bifurcation phenomenon occurs when one of the Eigen 

value transitions from Left Hand Side (LHS) to Right Hand Side 

(RHS) of complex plane due to parametric change of any algebraic 

variable in system while remaining values are in LHS [9], [10]. 

Usage of Hopf bifurcation concept to power system domains can 

be seen in [11]. Application of the above phenomenon on the 

DAE’s of South East Brazilian System can be seen in the [12] for 

dynamic voltage monitoring. Checking the available transfer 

capacity in a two area system by Hopf bifurcation is seen in works 

of [13]. They considered CZ model for loads during linearization 

process. [14] considered WSCC system with AVR and thoroughly 

studied the locus of critical mode that underwent Hopf bifurcation 

by defining six scenarios. In the work of [15], load change was 

considered at a single load bus whereas [14] considered load 

change at all the load buses. They considered CP type of load 

representation for load flow and linearization but didn’t present any 

information on the Hopf bifurcation phenomenon if voltage 

dependent load models like CC, CZ, IND and EV are taken into 

account. Based on the literature accumulated above, the following 

objectives are taken into custody in this paper: 

 

1. To evaluate the damping ratios of selected complex modes of 

various linearized models of system coupled with voltage 

dependent load models including EV type at nominal loading.   

2. To compare the damping ratios of selected modes obtained in 

objective (1) and appreciate the improvement in damping 

ratios of selected mode with the proposed voltage dependent 

load models.  

3. To evaluate the dynamic instability phenomenon via Hopf 

bifurcation with AVR in WSCC System by treating loads as 

voltage dependent type instead of constant power type as in 

[14]. 

4. To find out whether dynamic instability limit can be extended 

through Hopf bifurcation analysis with the inclusion of 

voltage dependent load models. 
 

Section II briefs the details of WSCC System, modelling of 

AVR followed by the descriptions of Hopf bifurcation 

phenomenon. Section III covers the results and discusses the 

comparison of damping ratios of voltage dependent load models 

with constant power model described in [14]. Section IV states the 

conclusions.  

II. WSCC SYSTEM MODELLING WITH AVR AND LOAD 

MODELS ALONG WITH CONCEPT OF HOPF 

BIFURCATION 

Section II.1 gives the information on WSCC System 

together with various voltage dependent load models. Section II.2 

explains the structure of AVR Section II.3 details the Hopf 

bifurcation concept and Section II.4 deals with the connection of 

dots of the above sections through an algorithm to achieve the 

objectives outlined in Section I. 

 

II.1. MODELLING OF WSCC SYSTEM 

The explanation for modelling of generators, networks and 

loads of WSCC system shown in Figure 1 are given in [16]. The 

procedure of linearization of machine rotor and stator equations, 

transmission circuit equations in power balance form and 

eigenvalue computation are written in [16], [17]. The nomenclature 

is taken from [16]. All generators of WSCC are modelled by two 

axis model. Network is represented by steady state model by not 

considering its transients. Mechanical damping is considered as 

given in [16]. Loads are represented by constant power for 

evaluating load flow during steady state and proposed voltage 

dependent load models for dynamic studies via linearization. 

For representing CC and CZ models, exponential form is 

used [2], [3]. IND and EV models are represented by ZIP models 

taken from [4, 7].  

 

𝑃𝐿𝑖 = 𝑃𝐿𝑖0 [𝛼𝑝 + 𝛽𝑝 (
𝑉𝑖

𝑉𝑖0

) + 𝛾𝑝 (
𝑉𝑖

𝑉𝑖0

)
2

]                              (1) 

 

 𝑄𝐿𝑖 = 𝑄𝐿𝑖0 [𝛼𝑞 + 𝛽𝑞 (
𝑉𝑖

𝑉𝑖0
) + 𝛾𝑞 (

𝑉𝑖

𝑉𝑖0
)

2

]                              (2) 

 

The nomenclature used in equations (1) and (2) are as per 

[4], [7]. The proposed linearized voltage dependent load models in 

compact form using equations (1) and (2) that needs to be coupled 

to the linearized network and generator DAE’s is shown in matrix 

equation (3). 

             [
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∆𝑉𝑖
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II.2. MODELLING OF AVR 

Automatic Voltage Regulators are used to improve the 

synchronising torque and bring voltage near reference voltage set 

to it thus improving transient stability. The block diagram is shown 

in Figure 2.  

 

 
Figure 2: Block diagram of automatic voltage regulator. 

Source: Authors, (2025) 
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Large gain and low time constant AVR as suggested in [16] 

is used in this paper. The above block parameters ensure rapid 

control of steady state voltage. 

 

II.3. HOPF BIFURCATION CONCEPT 

Consider a system governed by DAE’s (4-5) as given 

below: 

�̇� = 𝑓(𝑥, 𝑦, 𝑢)                                  (4) 

 

𝑔(𝑥, 𝑦, 𝑝) =  ∈ �̇�                               (5) 

 

The order of vector y, x are ‘r’ and ‘k’ respectively. ‘x’ is 

state vector ,‘u’ is control vector and ‘p’ is parameter variable that 

induces Hopf bifurcation in the system. ‘y’ covers algebraic 

variables. For a particular value of ‘p’, (5) can be solved to obtain 

the steady state point xe. Equations (4) and (5) are linearized about 

xe to get the eigenvalues for evaluating damping ratios and 

identifying critical modes. Equations (4) and (5) are linearized for 

given ‘p0’ and ‘u’ to get Equations (6) and (7). 

 

∆�̇� = 𝐴𝑓,𝑥∆𝑥 + 𝐴𝑓,𝑦∆𝑦                            (6) 

 

∈ ∆�̇� = 𝐴𝑔,𝑥∆𝑥 + 𝐴𝑔,𝑦∆𝑦                        (7) 

 

Eliminating ∆y by setting ∈  to zero in Equation (7), 

Equation (6) is simplified as given below. 

 

∆�̇� = [𝐴𝑓,𝑥
𝑝0

− 𝐴𝑓,𝑦
𝑝0

𝐴𝑔,𝑦
𝑝0 −1

𝐴𝑔,𝑥
𝑝0

] ∆𝑥 = [𝐴𝑠𝑦𝑠
𝑝0

] ∆𝑥          (8) 

 

where 𝐴𝑓,𝑥
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 are given below: 
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⋯
𝜕𝑓1
𝜕𝑦𝑟

⋮ ⋱ ⋮
𝜕𝑓𝑘

𝜕𝑦1

⋯
𝜕𝑓𝑘

𝜕𝑦𝑟]
 
 
 
 

𝑝0

 

 

𝐴𝑔,𝑥
𝑝0

=

[
 
 
 
 
𝜕𝑔1

𝜕𝑥1

⋯
𝜕𝑔1

𝜕𝑥𝑘

⋮ ⋱ ⋮
𝜕𝑔𝑘

𝜕𝑥1

⋯
𝜕𝑔𝑘

𝜕𝑥𝑘]
 
 
 
 

𝑝0

 

 

 𝐴𝑔,𝑦
𝑝0

=

[
 
 
 
 
𝜕𝑔1

𝜕𝑦1

⋯
𝜕𝑔1

𝜕𝑦𝑘

⋮ ⋱ ⋮
𝜕𝑔𝑟

𝜕𝑦1

⋯
𝜕𝑔𝑟

𝜕𝑦𝑘]
 
 
 
 

𝑝0

 

 

          𝐴𝑠𝑦𝑠
𝑝0

= [𝐴𝑓,𝑥
𝑝0

− 𝐴𝑓,𝑦
𝑝0

𝐴𝑔,𝑦
𝑝0 −1

𝐴𝑔,𝑦
𝑝0

]                        (9) 

where ‘𝐴𝑠𝑦𝑠
𝑝0

’ is overall system matrix obtained to compute 

eigenvalues.  

If all eigenvalues lie in the left half of complex plane, 

system is asymptotically stable, else system is unstable. The value 

of parameter for which just one pair of complex eigenvalues cross 

imaginary axis into right half of ‘s’ plane while seeing that all the 

left over eigenvalues are housed in the left half plane of ‘s’ plane, 

then  such a phenomenon is coined as Hopf bifurcation. 

 

II.4. STEPS TO ASSESS DYNAMIC INSTABILITY VIA 

HOPF BIFURCATION 

The following algorithm given in II.4.1 is applied on 6 cases 

defined as follows: 

A, B, C: Variation in real power of load-A, load-B and load-C 

respectively with AVR. 

D, E, F: Variation in λ (loading factor) corresponding to load-A, 

load-B and load-C respectively with AVR. 

 

II.4.1. ALGORITHM 

1. Using Newton-Raphson method, solve network equations 

treating loads as CP model. 

2. Calculate synchronous machine variables by initializing DAE’s 

of machine to 0 [17]. 

3. Calculate [𝐴𝑠𝑦𝑠
𝑝0

] using linearized DAE model of machine, 

AVR, voltage dependent load model and network equations 

using method suggested in [6]. 

4. Evaluate eigenvalues of overall system matrix and calculate 

damping ratios of selected modes.  

5. Apply change in real power / real and imaginary power of load 

buses using equation/s (10) and (11) with change in generations 

as elaborated in [14] and recalculate steps 1 to 4 for inducing 

Hopf bifurcation. ‘λi’ in Equations (10) and (11) is loading 

factor. The other variables in Equations (10)-(11) are defined in 

[6] 

𝑃𝐿𝑖 = 𝑃𝐿𝑖,𝑜(𝜆𝑖)                              (10) 

 

𝑄𝐿𝑖 = 𝑄𝐿𝑖,𝑜(𝜆𝑖)                             (11) 

 

6. Mark the critical mode in each case and sketch the entire locus 

till the mode reaches imaginary axis line. 

7. Evaluate steps 1-6 for each case and if Hopf bifurcation is 

reached, stop the algorithm. If step 1 cannot be solved, 

algorithm can be terminated.  

8. Repeat steps 1-7 for all load models CC, CZ, IND and EV load 

models located at buses 6,7 and 9. 

 

III. RESULTS AND DISCUSSIONS 

The system shown in Figure 1 has three generators G1, G2, 

G3 and loads ‘A’, ‘B’ and ‘C’. The data is taken from [16]. The 

loads at nodes 6, 7 and 9 are designated as Load ‘A’, ‘B’ and ‘C’ 

respectively. Node-1 is taken as reference bus for load flow 

calculations and G1 is taken as reference generator to eliminate the 

zero eigenvalue obtained after the process of linearization. The 

development of programmes to evaluate power flows using CP 

model and linearization of WSCC system with AVR accompanied 

by CC, CZ, IND and EV type models was done in MATLAB 2020 

software. The locus of critical mode for each type of load model 

for seeing the Hopf bifurcation was also furnished.    

 

III. 1. DISCUSSION REGARDING CASE 1 

The results of load flow analysis with the data given in [15] 

was obtained exactly in this study. The MATLAB program was 
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developed for cases A-F defined in the previous section of the 

manuscript. The eigenvalue analysis done with CP type load 

representation for all cases A-F given in [14] is reproduced once 

again for ready reference as shown in Table 1. By modelling loads 

at nodes 6, 7 and 9 as CC, CZ, IND and EV, the results of small 

signal stability analysis program was presented in Table 1. [14] 

gave the eigenvalue analysis results at nominal loading and critical 

Table 1: Eigenvalue analysis with AVR for various types of load representation at nominal loading. 

CP 

[14, 15 ] 

CC CZ IND EV 

-0.8492 ±12.7672ia -0.8410 ±12.7715ia -0.8348 ±12.7743ia -0.8424 ±12.7706ia -0.8403 ±12.7717ia 

-0.2512 ± 8.3648ib -0.2341 ± 8.3243ib -0.2214 ± 8.2953ib -0.2419 ± 8.3406ib -0.2464 ± 8.3470ib 

-2.2421 ± 3.0195ic -2.3070 ± 2.8234ic -2.3559 ± 2.6635ic -2.3591 ± 2.7278ic -2.5161 ± 2.3360ic 

-4.6654 ±1.3830i -4.6682 ± 1.3807i -4.6708 ± 1.3787i -4.6693 ± 1.3788i -4.6749 ± 1.3705i 

-3.4855 ± 1.0014i -3.4931 ± 1.0056i -3.4996 ± 1.0096i -3.5044 ± 1.0406i -3.5482 ± 1.1511i 

-0.8882, -0.1365 -0.8855, -0.1385 -0.8830, -0.1401 -0.8843, -0.1381 -0.8792, -0.1387 

-2.2613, -3.2258 -2.2396, -3.2258 -2.2204, -3.2258 -2.2008, -3.2258 -2.0755, -3.2258 

Source: Authors, (2025) 

 

Table 2: Comparison of damping ratios of modes ‘a-c’ for various load representation at load buses at nominal loading. 

Mode Damping Ratios 

CP 

[Calculated from 14, 15] 

CC CZ IND EV 

a 0.06637 0.06570 0.06521 0.06582 0.06565 

b 0.03002 0.02811 0.02668 0.02899 0.02951 

c 0.59616 0.63273 0.66253 0.65414 0.73282 

Source: Authors, (2025) 

 

Table 3: Eigenvalue analysis corresponding to cases A-F for CC type of load representation at increased loading. 

Case ‘A’ Case ‘B’ Case ‘C’ Case ‘D’ Case ‘E’ Case ‘F’ 

-0.8088 ±12.7183ia -1.4198 ±11.8732ia -0.9843 ±12.3188ia -0.8901 ±12.6499ia -1.0147 ±12.3205ia -1.0880 ±12.2472ia 

-0.0001 ± 8.5860ib -0.0838 ± 8.0561ib -0.9184 ± 7.9165ib -0.1698 ± 7.8606ib -0.1985 ± 7.9403ib -0.0006 ± 8.8541ib 

-1.2493 ± 4.7139ic -0.0001 ± 6.5348ic -0.0001 ± 5.7919ic -1.7254 ± 4.4499ic -1.0403 ± 5.6069ic -0.1033 ± 6.2785ic 

-4.3314 ± 1.2393i -4.1034 ± 1.0313i -3.8938 ± 1.0099i -4.2110 ± 1.3186i -4.0460 ± 1.0191i -3.4648 ± 0.9252i 

-2.7580 ± 1.5803i -2.7619 ± 1.3663i -2.6600 ± 1.6248i -2.7887 ± 1.4327i -2.7694 ± 1.2993i -2.6358 ± 1.5638i 

-0.1407, -1.5464 -0.1364, -1.9495 -0.1337, -2.4048 -0.1406, -1.6124 -0.1376, -2.0914 -0.1361, -3.2527 

  -4.5421, -3.2258 -4.4771, -3.2258 -4.7029, -3.2258 -4.2924, -3.2258 -4.2151, -3.2258 -4.6412, -3.2258 

a), b) are swing modes associated with G3 and G2 respectively, c) Exciter mode of G1. 

Source: Authors, (2025) 

loading for exploring the phenomenon of Hopf bifurcation. 

The authors of this manuscript calculated the damping ratios of 

modes of specific interest for CP type and presented in Table 2 for 

comparing the damping ratios of modes ‘a’, ‘b’ and ‘c’. It can be 

seen that the mode that was subjected to Hopf bifurcation by 

inducing both increase in generation and loading was mode ‘c’ as 

stated in [14] whose damping ratio is 0.59616 at the nominal 

loading.  

It is clear from Table 2 that both mode ‘a’ and ‘b’ damping 

ratios are highest when loads are represented by CP and least when 

represented by CZ. Mode ‘c’ damping ratio is highest if load is 

represented by EV and least if represented by CP. 

  

III. 1. DISCUSSION REGARDING CC TYPE 

The results of eigenvalue analysis for cases A-F at higher 

loading are presented in Table 3. It can be seen that mode ‘b’ is the 

critical mode for case ‘A’ and case ‘F’ as depicted in Figure 3 and 

Table 3.  Mode ‘c’ is undergoing Hopf bifurcation for case ‘B’ and 

case ‘C’. The values of V6, V7 and V9 at critical loading P6 equal to 

5.2703 p.u. for case ‘A’ are 0.7638 p.u., 0.9227 p.u., and 0.9606 

p.u. respectively. The values of V6, V7 and V9 at critical loading P7 

equal to 4.8366 p.u. for case ‘B’ are 0.9072 p.u., 0.7732 p.u. and 

0.9625 p.u. respectively. The values of V6, V7 and V9 at critical 

loading P9 equal to 5.3714 p.u. for case ‘C’ are 0.9199 p.u., 0.9352 

p.u. and 0.8683 p.u. respectively. Load flow doesn’t converge 

beyond λ6 equal to 3.2054 and λ7 equal to 4.3130 for cases ‘D’ and 

‘E’ respectively. Hence the load flow results at loading of λ6 and λ7 

for cases ‘D’ and ‘E’ gave the values of V6, V7 and V9 as 0.7071, 

0.9172, 0.9541and 0.8972, 0.7071, 0.9569 p.u. respectively. The 

values of V6, V7 and V9 at critical loading λ9 equal to 4.4985 for 

case ‘F’ are 0.9217 p.u., 0.9408 p.u. and 0.7870 p.u. respectively. 

The locus of mode ‘b’ for cases A, D, E and F is showcased in 

Figure 3 whereas the locus of mode ‘c’ for cases B, C, D and E is 

depicted in Figure 4. 
 

 
Figure 3: Locus of mode ‘b’ for cases A, D, E and F 

corresponding to CC load. 

Source: Authors, (2025) 
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Table 4: Eigenvalue analysis corresponding to cases A-F for CZ type of load representation at increased loading. 

Case ‘A’  Case ‘B’ Case ‘C’ Case ‘D’  Case ‘E’ Case ‘F’ 

-0.8021 ±12.7157ia -0.9434 ±12.4524ia -0.6827 ±13.2105ia -0.8770 ± 12.6651ia -0.9056 ± 12.5878ia -0.7877 ± 12.7764ia 

-0.1804 ± 8.4371ib -0.2166 ± 7.8690ib -0.0001 ± 9.4076ib -0.1968 ± 7.8018ib -0.2070 ± 7.8753ib -0.0002 ± 9.1413ib 

-2.0965 ± 2.7039ic -1.4274 ± 4.6266ic -0.5633 ± 5.1919ic -2.3133 ± 2.9785ic -2.1429 ± 3.4784ic -0.7761 ± 5.4474ic 

-4.2353 ± 1.2171i -3.9993 ± 0.9247i -3.4867 ± 0.8158i -4.2068 ± 1.3023i -4.0591 ± 1.0184i -3.2609 ± 0.9956i 

-2.8017 ± 1.8685i -2.7338 ± 1.3046i -2.6337 ± 1.5575i -2.7769 ± 1.4511i -2.7239 ± 1.1688i -2.6179 ± 1.4716i 

-0.1397, -1.6851 -0.1324, -2.2182 -0.1240, -3.2915 -0.1420, -1.6083 -0.1379, -2.0701 -0.1327, -3.7022 

-4.5763, -3.2258 -4.5077, -3.2258 -4.8035, -3.2258 -4.2516, -3.2258 -4.2045, -3.2258 -4.6927, -3.2258 

a), b) are swing modes associated with G3 and G2 respectively, c) Exciter mode of G1. 

Source: Authors, (2025) 

 

Table 5: Eigenvalue analysis corresponding to cases A-F for IND type of load representation at increased loading. 

Case ‘A’  Case ‘B’ Case ‘C’ Case ‘D’  Case ‘E’ Case ‘F’ 

-0.8512 ±12.6942ia -1.4340 ±11.7076ia -0.9609 ±12.1849ia -0.9369 ±12.6315ia -1.3526 ±11.9576ia -1.0828 ±12.0213ia 

-0.0004 ± 8.0582ib -0.2585 ± 7.9714ib -1.3752 ± 7.2085ib -0.1876 ± 7.4743ib -0.1681 ± 8.0306ib -0.8617 ± 7.9821ib 

-0.2307 ± 6.3536ic -0.0016 ± 6.6884ic -0.0001 ± 5.8430ic 0.0035 ± 7.0330ic 0.0000 ± 7.1063ic -0.0000 ± 6.3276ic 

-4.4259 ± 1.2514i -4.1699 ± 1.0823i -4.0229 ± 1.0967i -4.3210 ± 1.3538i -4.1091 ± 1.0773i -3.7576 ± 1.0324i 

-2.7501 ± 1.4001i -2.7728 ± 1.3759i -2.6714 ± 1.6017i -2.7733 ± 1.3029i -2.8113 ± 1.3604i -2.6565 ± 1.5797i 

-0.1383, -1.4017 -0.1373, -1.7911 -0.1379, -2.1158 -0.1378, -1.4435 -0.1375, -1.9195 -0.1386, -2.6056 

-4.4824, -3.2258 -4.4339, -3.2258 -4.6279, -3.2258 -4.2458, -3.2258 -4.1444, -3.2258 -4.5374, -3.2258 

a), b) are swing modes associated with G3 and G2 respectively, c) Exciter mode of G1. 

Source: Authors, (2025) 

 

Table 6: Eigenvalue analysis corresponding to cases A-F for EV type of load representation at increased loading. 

Case ‘A’  Case ‘B’ Case ‘C’ Case ‘D’  Case ‘E’ Case ‘F’ 

-0.8104 ±12.7079ia -1.0123 ± 12.0948ia -0.9633 ± 12.4625ia -0.8805 ±12.6703ia -0.9193 ±12.5059ia -0.9007 ± 12.4753ia 

-0.0111 ± 9.0028ib -0.3182 ± 7.6866ib -0.3303 ± 8.6146ib -0.0001 ± 7.7103ib -0.2353 ± 7.8946ib -0.0002 ± 8.9506ib 

-1.6566 ± 3.6309ic -1.1562 ± 5.3749ic -0.0000 ± 5.8380ic -1.3882 ± 4.6642ic -1.9829 ± 4.0069ic -0.4935 ± 5.8933ic 

-4.2505 ± 1.2411i -4.0168 ± 0.9094i -3.3080 ± 0.8574i -4.2300 ± 1.3464i -4.0849 ± 1.0019i -3.1924 ± 1.0484i 

-2.7526 ± 1.7397i -2.7737 ± 1.3957i -2.6412 ± 1.6177i -2.7187 ± 1.4396i -2.7970 ± 1.3223i -2.6194 ± 1.4972i 

-0.1408, -1.6766 -0.1333, -2.1876 -0.1287, -3.6718 -0.1447, -1.5939 -0.1371, -2.0393 -0.1344, -3.8633 

-4.6114, -3.2258 -4.4649, -3.2258 -4.8137, -3.2258 -4.4037, -3.2258 -4.1360, -3.2258 -4.7056, -3.2258 

a), b) are swing modes associated with G3 and G2 respectively, c) Exciter mode of G1. 

Source: Authors, (2025) 

 

III. 2. DISCUSSION REGARDING CZ TYPE 

The results of eigenvalue analysis for cases A-F at higher 

loading are presented in Table 4. It can be seen that mode ‘b’ is the 

critical mode for case ‘C’ and case ‘F’ as seen in Table 4. It is 

undergoing Hopf bifurcation as seen in Figure 5. The values of V6, 

V7 and V9 at stressed loading P6 equal to 5.39 p.u. for case ‘A’ are 

0.7160 p.u., 0.9034 p.u., and 0.9490 p.u. respectively. Beyond the 

loading of 5.39 p.u. at bus 6, the load flow doesn’t exists. The 

values of V6, V7 and V9 at stressed loading P7 equal to 4.98 p.u. for 

case ‘B’ are 0.8845 p.u., 0.7164 p.u., and 0.9498 p.u. respectively. 

Beyond the loading of 4.98 p.u. at bus 7, the load flow doesn’t 

exists. The Hopf bifurcation occurs at a loading of 5.67 p.u. at bus 

9  as seen in Table 4 for case ‘C’ where the values of V6, V7 and V9 

are 0.8959 p.u., 0.9117 p.u. and 0.8366 p.u. respectively. Load flow 

does not converge beyond λ6 equal to 3.2054 and λ7 equal to 4.3130 

for cases ‘D’ and ‘E’ respectively. Hence the load flow results at 

loading of λ6 and λ7 for cases ‘D’ and ‘E’ gave the values of V6, V7 

and V9 as 0.7071, 0.9172, 0.9541 and 0.8972, 0.7071, 0.9569 p.u. 

respectively. The values of V6, V7 and V9 at critical loading λ9 equal 

to 4.6012 for case ‘F’ are 0.9142 p.u., 0.9337 p.u. and 0.7706 p.u. 

respectively. The locus of mode ‘b’ for cases A-F are displayed in 

Figure 5. 

 

 
Figure 4: Locus of mode ‘c’ for cases B, C, D and E and F 

corresponding to CC load. 

Source: Authors, (2025) 
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Figure 5: Locus of mode ‘b’ for cases A- F corresponding to CZ 

load. 

Source: Authors, (2025) 

III. 3. DISCUSSION REGARDING IND TYPE 

The results of eigenvalue analysis for cases A-F at higher 

loading are presented in Table 5. The Hopf bifurcation occurs at a 

loading of P6 equal to 5.0028 p.u. in mode ‘b’ for case ‘A’ as in 

Table 5. At this loading, the values of V6, V7 and V9 are 0.8135 

p.u., 0.9432 p.u. and 0.9728 p.u. respectively. The Hopf  

bifurcation occurs at a loading of P7 equal to 4.6761 p.u. in mode 

‘b’ for case ‘B’ as in Table 5. At this loading, the values of V6, V7 

and V9 are 0.9204 p.u., 0.8062 p.u. and 0.9701 p.u. respectively. 

The Hopf  bifurcation occurs at a loading of P9 equal to 5.13303 

p.u. in mode ‘c’ for case ‘C’ as in Table 5. 

At this loading, the values of V6, V7 and V9 are 0.8135 p.u., 

0.9432 p.u. and 0.9728 p.u. respectively. The Hopf bifurcation 

occurs at a loading of λ6 equal to 3.0087 in mode ‘c’ for case ‘D’ 

as in Table 5. At this loading, the values of V6, V7 and V9 are 0.7686 

p.u., 0.9389 p.u. and 0.9677 p.u. respectively. The Hopf bifurcation 

occurs at a loading of λ7 equal to 4.1638 in mode ‘c’ for case ‘E’ 

as in Table 5. At this loading, the values of V6, V7 and V9 are 0.9113 

p.u., 0.7474 p.u. and 0.9650 p.u. respectively. The Hopf bifurcation 

occurs at a loading of λ9 equal to 4.2797 in mode ‘c’ for case ‘F’ as 

in Table 5. At this loading, the values of V6, V7 and V9 are 0.9349 

p.u., 0.9534 p.u. and 0.8164 p.u. respectively. Figure 6 shows the 

locus of mode ‘b’ for case A and locus of mode ‘c’ for cases B-F. 

 

 
Figure 6: Locus of mode ‘b’ for case A and mode ‘c’ for cases B-

F corresponding to IND load. 

Source: Authors, (2025) 

III. 4. DISCUSSION REGARDING EV TYPE 

The results of eigenvalue analysis for cases A-F at higher 

loading are displayed in Table 6. Load flow doesn’t exists beyond 

the value of P6
 equal to 5.39 p.u. for case ‘A’. At the value of P6 

equal to 5.39 p.u., the values of V6, V7 and V9 are 0.7160 p.u., 

0.9034 p.u. and 0.9490 p.u. respectively. Load flow doesn’t exists 

beyond the value of P7
 equal to 4.08 p.u. for case ‘B’. At the value 

of P7 equal to 4.08 p.u., the values of V6, V7 and V9 are 0.8845 p.u., 

0.7164 p.u. and 0.9498 p.u. respectively. At the critical loading of 

P9 equal to 5.74264 p.u., Hopf bifurcation is seen in mode ‘c’ for 

Case ‘C’ as shown in Table 6. The Hopf bifurcation occurs at a 

loading of λ6 equal to 3.19955 in mode ‘b’ for case ‘D’ as in Table 

6. At this loading, the values of V6, V7 and V9 are 0.7686 p.u., 

0.9389 p.u. and 0.9677 p.u. respectively. Load flow doesn’t exists 

beyond the value of λ7 equal to 4.3130. Hence the eigenvalue 

analysis at this loading for case ‘E’ is given in Table 6. Hopf 

bifurcation is seen in mode ‘b’ for a loading factor λ9 equal to 

4.65303 as seen in 6th column of Table 6 for case ‘F. Figure 7 and 

8 shows the locus of mode ‘b’ and ‘c’ respectively for all the cases 

A-F. 

 

 
Figure 7: Locus of mode ‘b’ for cases A-F corresponding to EV 

load. 

Source: Authors, (2025) 

 

 
Figure 8: Locus of mode ‘c’ for cases A-F corresponding to EV 

load. 

Source: Authors, (2025) 

III. 5. COMPARISION OF VOLTAGE DEPENDANT LOAD 

MODELS WITH CONSTANT POWER MODEL 

DESCRIBED IN [14] 

The following discussions pertain to Tables 3-6. Hopf 

bifurcation occurs in mode ‘c’ for CP type of load representation 

for case ‘C’ at P6 value of 4.64123 p.u. [14]. By including IND type 

of load representation at all load buses, Hopf bifurcation is 

extended till 5.1330 p.u. for Case ‘C’ which is more than the value 

obtained for CP case as in [14]. Inclusion of CC type of load model 

extended the dynamic instability limit till P6 value of 5.3714 p.u. 

which is more than CP and IND cases. By representing loads as 

CZ, the Hopf bifurcation limit is extended till 5.6700 p.u. which is 

more than CP, IND, CC cases. When the small signal static EV 

load model is represented at all load buses, the value of P6 for case 

‘C’ was obtained as 5.74264 which is highest among all the five 
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types of load models thus proving the ability of EV load model in 

extending the Hopf bifurcation limit via linearized analysis. 

 

IV. CONCLUSIONS 

Small signal stability analysis with AVR in WSCC system 

was done by using various exponential load models like CC, CZ 

and ZIP based industrial and EV load models. A comparison of 

damping ratios of complex modes of specific interest like swing 

modes and exciter mode of reference generator was compared with 

the non-voltage dependent load model presented in earlier work. 

The locus of critical mode for each load model was sketched after 

generating six cases reflecting increased loads and generation 

scenario to capture the Hopf bifurcation phenomenon.  
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Induction motors (IM) are crucial in industrial systems, and fault diagnosis reliably and 

effectively is of importance for maintaining efficiency. The detection of a broken rotor 

bar(RBB) is one of the most challenging tasks in condition monitoring due to the complexity 

of fault features in motor current signals. This plans overcome by developing a hybrid 

diagnostic framework to enhance fault detection accuracy. The proposed approach fuses a 

hybrid spectral analysis technique that integrates the Fast Fourier Transform with an 

autoregressive moving average model estimated using Burg's method. This hybrid of FFT-

ARMA-Burg enhances PSD representation. We employ biogeography-based optimization 

to optimally tune the parameters of the ARMA-Burg model for a better representation of 

fault-specific features. Further, this paper proposes an LSTM neural network that refines 

BBO-optimized parameters to improve fault frequency sensitivity. Experimental 

verification will demonstrate that the hybrid FFT-ARMA-Burg framework, combined with 

LSTM-enhanced BBO optimization, outperforms traditional motor current signature 

analysis (MCSA) and standalone ARMA-based methods in detecting broken rotor bars in 

squirrel cage induction motors. These findings confirm that the proposed methodology 

enhances broken rotor bar detection and supports predictive maintenance for improved 

reliability and efficiency in induction motors.  
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I. INTRODUCTION 

The diagnosis of induction motor faults is necessary to 

ensure operational efficiency and prevent sudden interruptions in 

industrial systems. Of the common faults, broken rotor bars are one 

of the most challenging to diagnose because of the low 

distinctiveness and complexity of fault-specific characteristics, 

which are often masked by noise within the motor current signals 

[1].  

Traditional Motor Current Signature Analysis (MCSA) has 

been the widely used method for condition monitoring and fault 

detection, due to its non-intrusive nature and simplicity [1-3]. 

However, these approaches are subject to serious limitations while 

dealing with nonlinear systems, variable load conditions, and noisy 

environments, in which fault-specific features are easily masked 

[4]. 

The challenges faced in these areas have been overcome by 

different improvements in fault diagnosis techniques. In addition, 

signal processing techniques like the Fast Fourier Transform (FFT) 

and AutoRegressive Moving Average (ARMA) models have also 

been used to improve the fault detection as noted in [5]. The FFT 

is also a non-parametric method, which is widely used since it is 

efficient in the conversion of signals from the time domain to the 

spectral domain. However, its fixed resolution restricts it from 

detecting weak or short-lived faults [6]. 

The ARMA model is well known for its ability to analyze 

complex frequency patterns and pick out dominant frequency 

components, which makes it a dependable choice for detecting 

faults in induction machines. However, its fixed resolution can 

make it less effective when it comes to spotting weak or short-lived 

faults [7]. 
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On the other hand, ARMA models, mostly estimated by 

Burg's method, provide a compact and exact parametric 

representation of the signal characteristics, which is why they are 

well suited for general signal analysis [8]. 

Hybrid schemes combining signal-based approaches with 

other methodologies have also been explored, for example, the 

combination of MCSA with vibration analysis has shown better 

reliability in fault detection[2-9]. However, most of these 

techniques depend on multi-sensor configurations that enhance the 

complexity and cost of the system. While FFT and ARMA-Burg 

each have individual limitations, these are partially addressed when 

the two methods are combined in a hybrid framework. FFT offers 

efficient global spectral analysis, but its fixed resolution limits its 

ability to detect weak or transient fault signatures [6]. ARMA-

Burg, on the other hand, stands out for its ability to deliver precise 

and compact PSD estimations while also helping to filter out noise 

[6], [7]. That said, even when combined with other methods, 

there’s still room for improvement to boost its accuracy and make 

it more reliable in the ever-changing conditions of industrial 

environments [5], [10]. R. Muñoz [7] highlighted how effective 

ARMA-Burg can be for PSD estimation but also noted its struggles 

with noisy data and fluctuating operating conditions. To overcome 

these disadvantages, the current study proposes a new hybrid 

diagnostic framework by fusing FFT and ARMA-Burg modeling 

with Biogeography-Based Optimization (BBO) and Long Short-

Term Memory (LSTM) networks.  

The inspiration from the migration patterns of species 

optimizes the parameters of ARMA-Burg via BBO to guarantee 

better noise immunity and improve the overall diagnostic 

performance [11-13].This optimization method has shown to be 

highly effective in fine-tuning complex parametric models. Created 

by Simon in 2008 [11], BBO is known for its simple yet adaptable 

design and its impressive ability to conduct thorough global 

searches. These qualities make it especially effective for enhancing 

parameter estimation in noisy and constantly changing 

environments[12]. In addition, the proposed model incorporates an 

LSTM network, which enhances its sensitivity to fault-specific 

features, ensuring more accurate and reliable fault detection. Since 

it is a member of RNN, and taking advantage of that method's 

ability to learn dependencies over long ranges, combined with 

temporal tendencies, make the LSTM very suitable in analysis of 

noisy condition-based motor current signals[14]. Contrary to the 

traditional methods based on single signal processing, the proposed 

framework exploits LSTM to extract the fault-sensitive features 

that improve diagnostic reliability in nonlinear and dynamic 

environments [12], [15].  

To the best of our knowledge, this is the first time that FFT, 

ARMA-Burg, BBO, and LSTM have been integrated within a 

single framework applied to fault detection of induction motors. 

The new approach experimentally assures better accuracy and 

reliability in fault detection than the traditional methods. It will 

contribute to providing an effective solution for predictive 

maintenance along with operational efficiency of industrial 

systems. 

 

II. FAULT DIAGNOSIS OF BRB IN IM 

Broken rotor bars in induction motors are one of the most 

serious faults in industrial systems, which significantly affects the 

performance, efficiency, and reliability of the system. Such faults 

cause distortion in the electromagnetic field inside the motor, and 

the anomalies in the motor current signals are usually very subtle 

and masked by noise [1]. More specifically, broken rotor bars cause 

irregularities in the magnetic air-gap field, which in turn produces 

sideband harmonic components in the current spectrum around the 

fundamental frequency. This behavior can be mathematically 

described as [1],[14]: 
 

      1 2bb sf ks f      ,          1,2,3,...,k                (1) 

 

Where 
sf  is the fundamental frequency (Hz) and s is the slip. 

Among these, the first-order sidebands  . . 1e g k   are the most 

important in fault detection. The left sideband  1 2 ss f is due to 

electrical or magnetic rotor asymmetries that result from broken 

rotor bars. On the other hand, the right sideband  1 2 ss f  is 

related to the speed ripple or rotor variations.Traditional diagnostic 

methods, like MCSA, are efficient in their performances but poor 

under dynamic and noisy environments and hence in need of 

adaptive solutions [16]. Advanced hybrid frameworks integrate the 

use of FFT for spectral modeling, ARMA-Burg for parametric 

modeling, BBO for parameter optimization, and LSTM networks 

aimed at increasing the diagnostic accuracy. Real-time accurate 

fault detection with a great increase in operational reliability and 

predictive maintenance of induction motors is attained by such 

integration. 

 

III. SPECTRAL TECHNIQUES 

III.1 FFT ANALYSIS 

FFT analysis, therefore, is one of the important tools for 

spectral representation, as it allows efficient decomposition of 

signals into their frequency components for the identification of 

dominant features. The major strengths of FFT are its 

computational efficiency and suitability for stationary signals. 

However, FFT suffers from inferior resolution for closely spaced 

frequencies and dynamic signal variations, which may pose a 

serious challenge in detecting subtle faults like broken rotor bars in 

noisy environments [5,6]. 

 

III.2 ARMA MODEL 

Many processes can be well approximated by a linear 

rational model. The AutoRegressive Moving Average model, or 

ARMA(p, q), gives a generalized presentation of time-series data. 

It is defined by the following recurrence equation and it captures 

both the autoregressive (AR) and moving average (MA) 

components to accurately describe the dynamics of a process [7,8]:  

1 0

( ) ( ) ( )
p q

k k

k k

x n a x n k b e n k
 

                            (2) 

 

 Where the a
k

 and b
k  are the coefficients of the AR and MA 

parts, respectively, and where ( )e n is a centered white noise, 

Gaussian, mean zero and 2

e  is variance. The number of the 

parameters p and q are known as the model orders. The transfer 

function is given by the expression[9]: 
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The roots of ( )B z are known as the system zeros, while the roots 

of ( )A z  are known as the system poles of the ARMA (p, q) 

process. 
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  The spectral power density (PSD) of the ARMA (p, q) process is 

expressed as follows : 
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BURG ALGORITHM IN CONVENTIONAL ESTIMATION 

TECHNIQUES 

The Burg algorithm is an efficient recursive method and has 

widely been used for autoregressive parameter estimation in signal 

processing. Known to give the minimum of both forward and 

backward prediction errors (
f

pe ,
b

pe ) . Below are the forward 

prediction error and backward prediction error: 

 
1

( ) ( ) ( )
p

f

p p

i

e t x t a i x t i


   ,      1,...,t p N        (5) 

 

1,...,t p N                                    (6) 

 

The algorithm guarantees model stability without the need 

for computing autocorrelation matrices, which makes it 

computationally efficient. Although it was originally developed for 

AR models, the Burg method has been adapted in combination with 

moving average (MA) components in order to improve the 

estimation of parameters in ARMA models. This adaptation 

enhances the capability of the algorithm to capture the complex 

features of signals, especially in dynamic and noisy environments, 

which makes it suitable for applications such as fault diagnosis in 

industrial systems [8,9]. 

 

IV. OPTIMIZATION TECHNIQUES 

IV.1 BIOGEOGRAPHY-BASED OPTIMIZATION (BBO) 

A. INTRODUCTION 

Biogeography-Based Optimization (BBO) is a 

metaheuristic algorithm based on the biogeography itself, the 

studies that have sought to appeal to natural phenomena in defining 

the concepts of species distribution and migration across habitats. 

Introduced initially by MacArthur and Wilson in 1967 [13], it was 

further developed by Simon in 2008 [11]. In this sense, it would 

treat habitats as possible solutions by which possibility of 

iteratively improving those solutions comes from two main 

processes: migration and mutation. Its effectiveness lies in the 

maintenance of a trade-off between exploration and exploitation 

which is achieved through dynamic adjustment in terms of 

immigration (λ) and emigration (μ) rates. This feature helps in 

avoiding early convergence on suboptimal solutions and ensures 

thorough exploration of the solution space [11,12]. 

 

B. APPLICATIONS OF BBO IN ARMA PARAMETER 

OPTIMIZATION 

BBO offers distinct advantages over methods like Genetic 

Algorithms (GA), Particle Swarm Optimization (PSO), and 

Differential Evolution (DE) in ARMA model parameter 

optimization[11],[17].  

BBO will be able to realize improved information sharing through 

a migration operator for effective exploration in diversified 

solution space with preservation of high-quality solutions[11,13]. 

Innovation and refinement can be balanced by tuning the 

immigration and emigration processes for fast convergence 

towards the optimal solution. The mutation step prevents the 

algorithm from getting trapped in suboptimal solutions while 

simultaneously ensuring it is fast and accurate enough for ARMA 

parameter estimation[11], [12], [17]. 

Mutation is a probabilistic operator used to modify one or 

more Suitability Index Variables (SIVs) of a randomly selected 

solution based on its probability of existence Pi the probability of 

mutation mi is fixed according to the probability of the solution 

given by the equation (7)[11]:  

                                          
max

max

1 i

i

P
m m

P

 
  

 

                            (7) 

 

Where  mi  the mutation rate for habitat i, mmax the maximum rate 

of mutation. Pmax the maximum probability of existence. 

In spectral analysis for fault detection, the robustness of 

BBO to the challenges of non-convex optimization is invaluable in 

such applications as engine fault diagnosis. BBO leverages the 

concept of habitats-each representing potential solutions assessed 

through a Habitat Suitability Index-to optimize performance, 

through precise modeling of spectral characteristics. The 

immigration and emigration rates, determined by the count of 

species in each habitat, enable efficient exploration and 

exploitation of the solution space, making BBO an effective tool 

for signal processing tasks[18]. 

The immigration (λ) and emigration (μ) rates for a habitat 

are determined by the number of species (S), are given by:  

 

max

1S

S
I

S


 
  

 
                                       (8) 

 

max

1S

S
E

S


 
  

 
                                      (9) 

 

Where I is the maximum immigration rate, E is the maximum 

emigration rate and Smax is the maximum number of species on the 

island. 

 

 
Figure 1:Linear Migration Model – Species (S), Emigration (μ), 

and Immigration (λ). 

Source: [18]. 

The two basic operators that govern how BBO works are 

migration and mutation. In addition, an elitism strategy is adopted 

in the BBO algorithm, in order to keep the best solution in the new 

population. 

The BBO algorithm framework is illustrated in Algorithm as [11]: 

Algorithm :                BBO algorithm 
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Initialize the BBO parameters: 

Randomly generate a set of initial solutions (islands) 

while halting criterion is not satisfied, do 

Evaluate the fitness (HSI) of each solution 

Calculate the number of species S, the immigration 

rate λ and emigration μ for each solution. 

Migration Operator: 

for i = 1 to N do 

Use λi to decide, in a probabilistic way, to immigrate 

to   Xi 

   If   rand (0, 1) < λi then 

         for  j = 1 to N do 

 Select the emigration island  Xj with a probability 

to μj 

 if   rand (0, 1) < μj then 

     Replace a Suitability Index Variable (SIV) 

chosen randomly in   Xi by the corresponding 

variable in   Xj 

End if 

End for 

End if 

End for 

Mutation Operator: 

Mutate the individuals at the mutation rate given by 

the equation (7). 

Replacement of the population by descendants 

Implement elitism 

End while 

Return the best solution found 

 
IV.2 MACHINE LEARNING: INTEGRATING LSTM 

NETWORKS INTO DIAGNOSTIC FRAMEWORKS 

LSTM (Long short-term memory) networks are type of 

RNN (recurrent neural network) that are specialized in identifying 

long-term dependencies and patterns in time series. LSTMs have 

special mechanisms known as these are called a forgetting gate 

(decides what information to forget) and relearning gate (decides 

what to store) gates, which set these gates to 1 or 0. This allows 

them to effectively deal with complex, dynamic and noisy data 

[19]. 
 

 
Figure 2: Long Short-Term Memory (LSTM) Neural Networks. 

Source: towardsdatascience.com. 

 

LSTMs bring a noticeable improvement in fault detection 

accuracy when used in diagnostic systems. They analyze motor 

current signals to uncover subtle fault patterns, even when these 

patterns are hidden by noise[12], [15]. The combination of ARMA-

Burg modeling with Biogeography-Based Optimization (BBO) 

greatly enhances the precision and sensitivity of parameter 

estimation using Long Short-Term Memory networks (LSTMs) to 

give more clear and reliable representations of faults in power 

spectral density (PSD) analysis. Moreover, their ability to adapt to 

changing operating conditions ensures a stable performance under 

a wide range of fault conditions [14], [15]. 

This approach combines the ability of LSTMs to analyze 

time-series data with the spectral and parametric strengths of FFT 

and ARMA-Burg. Together, these methods create a reliable system 

for identifying broken rotor bar faults in induction motors. By 

integrating advanced techniques from signal processing, 

optimization, and machine learning, this solution raises the bar for 

accurate and dependable fault detection. 

By combining the ability of LSTMs to analyze time-based 

data with the spectral and parametric strengths of FFT and ARMA-

Burg, this approach offers a complete and effective solution for 

identifying broken rotor bar faults in induction motors. This 

framework combines advanced signal processing, optimization, 

and machine learning techniques, offering significant 

improvements in fault diagnosis. 

 

V. METHODOLOGY 

In this study, we present and demonstrate the validity and 

effectiveness of a new method for identifying broken rotor bars in 

induction motors. By integrating motor current signature analysis 

(MCSA) with advanced techniques in signal processing, 

optimization and machine learning, the method improves the 

accuracy and reliability of fault detection, even under diverse 

operating conditions. 

The motor current signals were collected from a 2-pole, 2.5 

KW squirrel-cage induction motor with a rated voltage of 400/230 

V, operating under a torque load of 6 Nm. The motor parameters, 

including stator resistance (Rs = 7.8 Ω), stator inductance (Ls = 

0.59 H), and other parameters values, are detailed in Table 1. To 

simulate real-world conditions, the signals were sampled at 1kHz 

and subjected to additive noise with a signal-to-noise ratio (SNR) 

of 60 dB. Both healthy and faulty conditions, including one and 

two broken rotor bars, were emulated. 

MCSA was employed as the primary diagnostic technique 

to extract fault-related features from motor current signals. 

Preprocessed signals were segmented into smaller windows, 

enabling detailed analysis. Spectral analysis using the FFT 

identified dominant frequency components, while the ARMA 

model, estimated via Burg’s method, captured fine-grained spectral 

details by modeling the power spectral density (PSD). The hybrid 

FFT-ARMA-Burg approach providing a complete and detailed 

spectral representation. 

The ARMA-Burg parameters were optimized using BBO 

with objective function incorporated the Mean Squared Error 

(MSE) between the PSD of the faulty signal and a reference PSD, 

emphasizing accurate fault-specific feature representation. The 

MSE is calculated as [20]: 

 

2

1 1

N N

K K k

K K

y y e

MSE
N N



 

 
 

 
 
 

                            (9) 

Where 
Ky   is the actual signal,  Ky



 is its estimate signal and   N 

is the length of the data. 

BBO’s migration and mutation mechanisms ensured robust 

parameter optimization, addressing non-linearity and noise in the 

signal. To further enhance diagnostic accuracy, LSTM neural 

networks were integrated into the framework. LSTM networks, 
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designed to process sequential data, were trained on windowed 

motor current signals and their corresponding fault labels. This 

approach helped the model detect time-based patterns and uncover 

subtle fault features that traditional methods often failed to identify. 

Improving the LSTM greatly enhanced fault detection sensitivity, 

especially in noisy environments, by fine-tuning parameters 

optimized with BBO. 

The method was compared to traditional MCSA and 

spectral analysis techniques to evaluate its performance. Tests were 

done under different noise levels, fault severities, and working 

conditions to ensure its reliability. By combining MCSA, FFT-

ARMA-Burg modeling, BBO optimization, and LSTM 

improvements, it showed significant gains in accuracy and 

dependability for fault detection. This makes it a reliable tool for 

maintaining industrial systems. 

 

VI. SIMULATIONS RESULTS AND DISCUSSIONS 

VI.1 CHARACTERISTICS OF INDUCTION MOTORS 

We performed the simulation in MATLAB 2018, using the 

motor current signals acquired under different fault conditions.The 

study used a 2.5 kW, 400/230 V, two-pole squirrel-cage induction 

motor with a torque of 6 Nm. The motor was connected to a stator 

fault simulator, whose parameters are defined in Table 1.  

 

Table 1: Parameters of the Simulated Induction Motor. 

Parameter Value Description 

Rs 7.828 Ω Resistance of a stator phase 

Ls 0.589 H Inductance of a stator phase 

Lr 4.6×10−6 H Equivalent rotor inductance 

Lm 4.64×10−4 H 
Mutual inductance between stator 

and rotor 

Re 7.2×10−4 Ω Resistance of a short-circuit ring 

Le 10−7 H Inductance of a short-circuit ring 

Nr 16 Number of rotor bars 

a (P * 2π) / Nr 
Angle between two adjacent rotor 

bars 

Rb0 0.0015 Ω Resistance of a rotor bar 

Rr 

(2*Re/Nr) + 

(2*Rb11* 

(1-cos(a))) 

Equivalent rotor resistance 

Source: Authors,(2025). 

 

We then analyzed the motor under healthy and faulty 

conditions, including scenarios with one broken and two broken 

rotor bars.Noise with an SNR of 60 dB was added to the motor 

current signals to simulate real-world conditions.  

 
Figure 3: Simulated Rotor Bar Current, Stator Current ,Rotor 

Speed ,and Torque of Healthy and Faulty IM. 

Source:Authors,(2025). 

 

Figure 3 presents the results of the simulation for a healthy 

and a faulty induction motor by focusing on some key parameters, 

namely rotor bar current, stator current, rotor speed, and 

electromagnetic torque, for different fault conditions: one and two 

broken rotor bars. 

For the healthy motor, all parameters are stable and smooth. 

During the first operating instants, the rotor speed grows from 0 to 

around 3000 RPM during the interval between 0 to 0.5 s, becoming 

a steady value. 

At t =0.5sec, the application of resistive torque of 6Nm for 

an instant slows the motor shaft, and speed falls a little.  

In contrast, faulty motors exhibit noticeable oscillations and 

distortions in all observed parameters. Large fluctuations of the 

rotor speed are observed around the steady-state value. Rotor bar 

and stator currents, which remain steady in the healthy motor, now 

become irregular and noisy due to rotor imbalance. 

Regarding electromagnetic torque, the healthy motor settles 

with a value close to 6 Nm after load is applied. However, fault-

induced oscillations increase in torque with the severity of the fault, 

showing obviously higher instability as the status deteriorates from 

one to two broken rotor bars. 

This figure reveals the sensitivity of motor dynamics to 

mechanical imbalances and the serious impact of rotor faults and 

load application on motor performance. It justifies the effectiveness 

of the parameters for fault detection and analysis in induction 

motors.  

 

VI.2 HYBRID FAULT DETECTION USING FFT, ARMA-

BURG, BBO ALGORITHM, AND LSTM MODELS 

A. HYBRIDIZATION OF ARMA-BURG AND FFT 

 

The ARMA-Burg model requires careful selection of the 

order to detect the frequencies associated with the error, which is 

achieved by applying FFT to identify spectral changes. FFT 

emphasizes the frequencies caused by the error, while ARMA-

Burg filters the power spectral density through smoothing and 

noise reduction. This hybrid approach effectively enhances the 

visibility of the error, as shown in Figure 4 and Figure 5. 
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Figure 4: Hybrid FFT and ARMA-Burg Spectrum Analysis for 

One Broken Rotor Bars. 

Source: Authors,(2025). 

 

 
Figure 5: Hybrid FFT and ARMA-Burg Spectrum Analysis for 

Two Broken Rotor Bars. 

Source: Authors,(2025). 

 

The above figures present the frequency spectra for both 

healthy and faulty conditions, obtained through FFT and ARMA-

Burg, respectively. Under the condition of a healthy signal, FFT 

has a dominant peak at 50 Hz; however, there is also noise and 

some irregular components, while ARMA-Burg smooths the 

spectrum and reduces the noise floor, hence improving clarity. In 

the one broken bar case, FFT reveals sidebands at approximately 

54.4 Hz and 45.6 Hz, although finer details are obscured by noise; 

ARMA-Burg enhances these sidebands, and fault frequencies 

become more evident. For two broken bars, FFT presents increased 

sideband amplitudes related to fault severity, ARMA-Burg further 

sharpens the sidebands, showing clearly the increased fault 

severity.  

 

B. ARMA-Burg+FFT with BBO algorithm+LSTM 

In order to optimize the parameters of ARMA-Burg, 

minimize MSE by the BBO algorithm and thus, enhance spectral 

clarity to realize fault frequency detection especially when noise is 

strong. the parameters of BBO are shown in Table 2. 

The LSTM network integrated with the ARMA-Burg+FFT model 

optimized by BBO improves the quality of error classification. The 

optimal features extracted from the MSE minimization process are 

used in the spectrum estimation using BBO as input to train the 

LSTM network. The detailed LSTM parameters are shown in the 

table 3. 

Table 2: BBO Algorithm Parameters. 

Parameter Description Value 

Population Size Number of candidate solutions 50 

Max 

Generations 
Maximum number of iterations 100 

Mutation Rate Probability of mutation 0.01 

Migration Rate 
Rate of exchanging features 

between solutions 
0.2 

Elitism Count 
Number of elite solutions 

preserved 
2 

Fitness 

Function 

Objective function (MSE 

minimization) 

Mean Squared 

Error 

Model 

Parameters 
ARMA model order (p, q) p = 40, q = 39 

Source: Authors,(2025). 

 

Table 3: LSTM Network Parameters. 

Parameter Description 
Value from Your 

Code 

Input Size 
Number of input 

features 

102 (signal + fault 

features) 

Hidden Units 
Number of LSTM units 

in the layer 
64 

Hidden Layers 
Number of LSTM 

layers 
1 

Output Size 
Number of output 

parameters 
2 (p, q) 

Fully Connected 

Layer Units 

Units in the fully 

connected layer 
32 

Optimizer 
Optimization algorithm 

for training 
Adam 

Batch Size 
Number of samples per 

training batch 
16 

Epochs 
Number of training 

iterations 
50 

Loss Function 
Function to minimize 

during training 

Regression Loss 

(regressionLayer) 

Source: Authors,(2025). 

 

As shown in Figure 6, the LSTM achieves a steady decrease 

in RMSE and Loss over 50 epochs and 150 iterations, indicating 

effective learning and optimization. The results confirm the 

network's capability to predict ARMA-Burg parameters accurately, 

ensuring robust performance. 

 

 
Figure 6. Training Progress of LSTM Network. 

Source: Authors,(2025). 
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Figure 7: PSD Comparison of ARMA-Burg, ARMA-Burg+BBO, 

and ARMA-Burg+BBO+LSTM in Healthy State. 

Source: Authors,(2025). 

 

 
(a) 

 
(b) 

Figure 8(a, b): PSD Comparison of ARMA-Burg, ARMA-

Burg+BBO, and ARMA-Burg+BBO+LSTM for One Broken Bar 

(1BRB) and Two Broken Bars (2BRB) in the Faulty State. 

Source: Authors,(2025). 

 

 
Figure 9: Mean Squared Error (MSE) Across generations. 

Source: Authors,(2025). 

Results shown in Figure 7 for healthy state PSD 

comparison, Figure 8 (a) for faulty state PSD comparison of 1BRB 

and Figure 8 (b) for faulty state PSD comparison of 2BRB ,show 

the effectiveness of optimization methods in ARMA-Burg 

modeling under various operating conditions. In Figure 7, the 

ARMA-Burg+BBO+LSTM approach achieves the most accurate 

PSD estimation for the healthy state, closely aligning with the 

reference signal at the main frequency of 50 Hz. The ARMA-

Burg+BBO method shows a moderate improvement over the 

default ARMA-Burg model, which exhibits the largest deviations 

from the true PSD. 

In the faulty state, as illustrated in Figure 8(a) (1BRB) and 

Figure 8(b) (2BRB), the PSDs clearly highlight fault-induced 

sideband frequencies around 45.6 Hz and 54.4 Hz, caused by the 

slip factor. The increase in the number of broken bars (BRB) is 

reflected in the amplitude increase of these sideband frequencies. 

In the 1BRB case, it is shown that the fault-related components are 

captured effectively along the minimal error by ARMA-

Burg+BBO+LSTM, ARMA-Burg+BBO indicates the moderate 

accuracy while ARMA-Burg has suffered in representing the 

spectral peaks with accuracy. The other simulated case of Figure 

8(b) increases fault complexity for the presence of stronger 

sideband components at 45.6 Hz and 54.4 Hz with its harmonics in 

2BRB case. ARMA-Burg+BBO+LSTM demonstrates superior 

accuracy in estimating the PSD, closely aligning with the true 

spectral components. In contrast, ARMA-Burg and ARMA-

Burg+BBO produce higher and less precise estimations, 

particularly at critical frequencies such as the main frequency (50 

Hz) and fault-induced sidebands (45.6 Hz and 54.4 Hz) . 

The MSE variations across generations are presented in 

Figure 9, providing further confirmation of the performance 

differences among the methods. The subplot corresponding to the 

healthy state shows that the starting MSE was lower for all 

methods, indicating spectral structure with more simplicity. In the 

subplot at the bottom representing a faulty state, starting values of 

MSE are higher in the case of 1BRB and still higher for 2BRB due 

to increased spectral complexity introduced by additional fault-

related components. In fact, the ARMA-Burg+BBO+LSTM 

scheme shows the fastest convergence in both considered faulty 

cases, besides yielding the minimum MSE, which further 

corroborates the robustness of this modeling approach against 

complex fault-induced spectral behavior. These results confirm 

that ARMA-Burg+BBO+LSTM has indeed been the most accurate 

and reliable for both healthy and faulty conditions up to now, doing 

much better under complicated conditions such as 2BRB. 

 

VII CONCLUSION 

This paper proposes a robust framework for ARMA-Burg 

modeling, FFT preprocessing, Biogeography-Based Optimization 

(BBO), and Long Short-Term Memory (LSTM) network 

combinations to diagnose broken rotor bars in induction motors. 

The main emphasis of our study has been on optimizing the 

parameters of the ARMA-Burg model to enhance spectral clarity 

in accurate rotor fault detection, particularly under noisy 

conditions.  

At first, FFT provided a preliminary spectral analysis, and 

BBO minimized MSE for the power spectral density estimation 

refinement. Later, LSTM improved the feature representation for 

the fault, capturing temporal dependencies to enable the reliable 

classification of faults. The results reflected a clear improvement 

in spectral clarity-some with a reduced noise background and 

highly distinct peaks of fault frequency in the PSD comparisons.  
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The proposed BBO and LSTM approach presented the best 

Broken Rotor Bars fault detection compared to other approaches in 

terms of progressive reduction of MSEs and showing clear 

sidebands in faulty states. Such results confirm that the approach 

would work well in properly recognizing and classifying states on 

induction motors, whether these are healthy or in faulty conditions, 

such as having one or two broken rotor bars. 

This hybrid methodology finally provides an effective tool 

for signal analysis and fault diagnosis, enhancing accuracy by 

reducing computational errors and offering practical applicability 

in predictive maintenance systems for rotating machinery. Further 

research work may extend the framework to other types of 

machinery faults and further refine the models for real-time 

applications. 
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Information technology now enables utilizing online review data to support the Sustainable 

Development Goals (SDGs). However, traditional sentiment analysis often cannot capture 

the complexity of sentiment. This research aims to combine Aspect-Based Sentiment 

Analysis (ABSA) and emotion detection for a more in-depth analysis of tourism reviews in 

Palangka Raya City and compare the performance of various algorithms. Review data was 

taken from Google Maps and analyzed using BoW, LDA, NRC Emotion Lexicon, machine 

learning, and deep learning algorithms such as Logistic Regression (LR), Naïve Bayes (NB), 

Random Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), 

Gradient Boosting (GB), Decision Tree (DT), and BERT. Most of the reviews are positive, 

with the dominance of the emotions of anticipation and joy. The combination of cross-

validation with the best parameters from GridSearchCV resulted in the most significant 

increase in model accuracy. The SVM model performed better than other machine learning 

and deep learning algorithms, with accuracy and F1-score reaching 99.86%. The 

combination of ABSA and emotion detection improves the understanding of sentiment and 

emotion to support strategic decisions in tourism. 

Keywords: 

Aspect-Based Sentiment Analysis 

(ABSA), 

Emotion Detection, 

Machine Learning, 

Deep Learning, 

Tourism reviews. 
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I. INTRODUCTION 

Developments in information technology have expanded 

the utilization of online review data to support the Sustainable 

Development Goals (SDGs) in increasingly significant ways. 

Sentiment analysis, which traditionally classifies reviews as 

positive, negative, or neutral [1], [2] often falls short of capturing 

the more complex nuances of sentiment [3]. To overcome these 

limitations, this research aims to adopt a more comprehensive 

approach by combining aspect-based sentiment analysis (ABSA) 

and emotion detection. This approach enables a more in-depth 

analysis by categorizing review data based on aspects and 

identifying sentiments on each aspect [4], [5]. Thus, this research 

not only provides an overview of sentiment but also enables the 

identification of specific strengths and weaknesses of the reviewed 

product or service, ultimately supporting more effective strategic 

decisions [6], [7]. 

In line with SDG 8, which encourages inclusive and 

sustainable economic growth and job creation, a better 

understanding of sentiment and emotions in tourism reviews can 

help businesses improve services and attract more tourists [8]. This 

in turn can increase employment and income for local 

communities. In addition, SDG 9 emphasizes the importance of 

sustainable infrastructure development and the promotion of 

innovation [9]. By utilizing data analysis technologies such as 

those used in this study, the tourism sector can innovate marketing 

and service strategies, thereby promoting higher competitiveness 

[10]. In this study, aspect analysis was conducted through topic 

modeling using Bag of Words (BoW) and Latent Dirichlet 

Allocation (LDA) methods, while emotion detection used the NRC 
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Emotion Lexicon based on Plutchik's emotion model. This model 

identifies basic emotions in text with two main dimensions: valence 

and arousal. Valence indicates whether the emotion is positive or 

negative, while arousal measures emotional intensity [11]. An 

understanding of valence and arousal helps determine whether the 

text reflects satisfaction or dissatisfaction as well as the emotional 

intensity involved. Combining aspect-based sentiment analysis and 

emotion detection enables better decision-making, increases user 

satisfaction, and improves service quality [12].  

This research focuses on analyzing sentiments and emotions 

towards various aspects of tourism in Palangka Raya City based on 

reviews on Google Maps. To achieve this goal, this research uses 

various Machine Learning and Deep Learning methods such as 

Logistic Regression (LR), Naive Bayes (NB), Random Forest 

(RF), Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), Gradient Boosting (GD), Decision Tree (DT), and BERT  

[13]. This method was chosen for its ability to effectively handle 

various aspects of review data. The main objectives of this research 

are to analyze sentiment, identify relevant aspects of tourism, 

analyze valence and arousal in reviews, and compare the 

performance of various machine learning and deep learning 

algorithms in classifying sentiment and emotions.  

The main innovation of this research lies in the combined 

application of aspect-based sentiment analysis and emotion 

detection in the context of tourism in Palangka Raya City, 

Indonesia. This research compares the performance of various 

machine learning and deep learning algorithms on a specific dataset 

to contribute to developing sentiment analysis. To improve the 

performance of the analysis, labeling is performed using VADER, 

TextBlob, Flair, and BERT, with the final sentiment determined 

through the majority voting method. VADER extracts sentiment 

features from unlabeled datasets, while TextBlob provides high 

accuracy through sentiment dictionaries and statistical models. 

Flair shows effectiveness in handling various language nuances, 

while BERT improves accuracy by deeply understanding language 

context and nuances [14]. 

To improve the performance of machine learning models, 

this research also conducted several experiments, including 

oversampling, cross-validation, GridSearchCV, and cross-

validation using the best parameters from GridSearchCV [15]. 

Oversampling is used to overcome the problem of class imbalance, 

cross-validation to estimate model performance more accurately, 

GridSearchCV to find the best combination of parameters, and 

cross-validation with the best parameters to get more reliable 

results [16]. The results of this study are expected to provide a 

deeper understanding of tourists' perceptions of various aspects of 

tourism in Palangka Raya City and provide policy 

recommendations to improve the attractiveness and quality of 

tourism in the city. This research is limited to analyzing reviews on 

Google Maps regarding tourist attractions in Palangka Raya City 

and focuses on sentiments and emotions that are explicitly stated in 

the review text. Thus, it is expected that this research can contribute 

to the development of sentiment analysis and support data-driven 

decision-making in the tourism sector. 

 

II. RELATED WORKS 

Sentiment analysis research has rapidly grown, 

emphasizing the importance of emotional understanding in user 

interactions. Early research focused on text polarity, but aspect-

based approaches are crucial for deeper business insights. Studies 

by [17] and [18] support this. [19] applied sentiment analysis to 

Twitter using Naïve Bayes and SVM, with SVM achieving 89% 

accuracy. [20] evaluated algorithms like Random Forest, KNN, 

and Naïve Bayes on social media, finding Naïve Bayes most 

accurate at 92.01%. 

Research by [21] explored the polarization of positive and 

negative sentiments in user reviews on Twitter, using Naïve Bayes 

(NB), SVM, and logistic regression (LR). The findings showed an 

LR model accuracy of 77%, higher than SVM (76%) and NB 

(70%). [22] also compared the performance of Naïve Bayes, SVM, 

and Random Forest, finding that Naïve Bayes achieved the highest 

accuracy of 81%, while SVM and Random Forest recorded 

accuracies of 80% and 76%, respectively. Research by [23] that 

BERT outperformed traditional machine learning algorithms in 

sentiment analysis, with accuracy, precision, recall, and F-scores 

of 85%, 84%, 87%, and 85% on social media datasets, respectively. 

The importance of the integration between sentiment analysis and 

emotion detection is clear, as emotion detection can provide more 

comprehensive insights into user opinions. With the ability to 

identify specific emotions such as happy, sad, angry, or fearful, 

understanding the background of the emerging sentiment can be 

improved [24].  

Research by [12] applied various machine learning and deep 

learning methods to detect emotions in textual content, where the 

BERT model showed the highest accuracy on the AIT-2018 and 

ISEAR datasets. Another study analyzed hate speech against 

Asians on Twitter by building prediction models using machine 

learning algorithms and deep learning methods such as Long Short-

Term Memory (LSTM) and Bidirectional LSTM. Results showed 

that logistic regression achieved the highest F1 score of 0.72, while 

BERT recorded the best F1 score among deep learning models with 

a value of 0.85 [25]Overall, significant advances in sentiment 

analysis and emotion detection demonstrate the effectiveness of 

these methods. However, there are opportunities for innovation 

through the integration of both approaches. This research focuses 

on developing techniques that combine sentiment analysis and 

emotion detection to improve understanding of user interaction 

dynamics and provide more relevant recommendations for product 

and service development. 

 

III. MATERIALS AND METHODS 

The method used in this research is shown in Figure 1.  

 
Figure 1: Research Method. 

Source: Authors, (2025). 
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3.1 Literature Review 

This research begins with an in-depth literature study on 

sentiment analysis, specifically on the aspects and emotions of user 

reviews on Google Maps using machine learning and deep 

learning. 

 

3.2 Data collection 

The dataset in this research is taken from reviews of tourist 

attractions in Palangka Raya City found on Google Maps during 

the period 2018 to 2024 through the scraping method. The data 

collected includes location, user, time, and comments. The amount 

of data collected is 5,221 data. Examples of data collected can be 

seen in Table 1. 

 

Table 1: Sample of scraped reviews for tourist attractions in 

Palangkaraya from Google Maps. 

Location User Time Review 

bukit 

baranahu 

PRATAMA 

RAHMATU

LLAH 

setahu

n lalu 

Lokasi buat pendakian cukup 

terjal 

Pamandangan di atas tower 

sangat bagus👍👍 

Tapi sayang jalannya banyak 

yang licin dan terjal dan diatas 

nggak ada tempat buat 

berlindung kalau hujan nya 

kencang … 

bukit 

baranahu 

Yosua 

Krisopras 

Kaharap 

5 

tahun 

lalu 

bukit yang bagus dijadikan 

spot camping dgn puncak yg 

datar dan luas 

Source: Authors, (2025). 

 

3.3 Data Preprocessing 

The collected dataset will go through a comprehensive 

preprocessing process to prepare it for subsequent analysis [26]. 

The preprocessing steps include data cleaning, case folding, word 

normalization, translation from English to Bahasa Indonesia, 

stopword removal, lemmatization, and translation back to English 

[27]. Data cleaning is performed to remove noise and errors, such 

as excess spaces, emojis, hashtags, mentions, URLs, non-

alphanumeric characters, dates, numbers, date time entries, extra 

punctuation, and null-valued reviews. Case folding is applied to 

equalize all text characters to lowercase [28]. Word normalization 

was performed by converting nonstandard words and abbreviations 

to standard forms using a list from an Excel file [29]. Text 

translation from English to Indonesian was performed using the 

deep_translator library. Stopword removal was performed with the 

literature library. Lemmatization is applied using the stanza library 

to convert words into their basic form, with verification from the 

Big Indonesian Dictionary (KBBI) contained in the Excel file [29]. 

The normalized text is then translated back to English. This 

preprocessing process resulted in a clean dataset consisting of 

4,113 data points. The processing results are shown in Table 2. 

 

Table 2: Sample Data Processing. 

Preprocessing Input Output 

Data Cleaning good views,sunrisenya 

mantap jiwa💙 

good views 

sunrisenya mantap 

jiwa 

Case Folding good views sunrisenya 

mantap jiwa 

good views 

sunrisenya mantap 

jiwa 

Normalize Word good views sunrisenya 

mantap jiwa 

bagus pemandangan 

matahari terbit 

mantap jiwa 

Preprocessing Input Output 

Translate 

English Word to 

Indonesia Word  

bagus pemandangan 

matahari terbit mantap 

jiwa 

pemandangan 

matahari terbit yang 

indah menenangkan 

jiwa 

Removal 

Stopword 

pemandangan matahari 

terbit yang indah 

menenangkan jiwa 

pemandangan 

matahari terbit indah 

menenangkan jiwa 

Lemmatization pemandangan matahari 

terbit indah 

menenangkan jiwa 

pandang matahari 

terbit indah tenang 

jiwa 

Translate to 

English 

pandang matahari 

terbit indah tenang 

jiwa 

look beautiful 

sunrise calm soul 

Source: Authors, (2025). 

3.4 Annotation 

The processed dataset is then labeled or annotated based on 

sentiment, aspect, and emotion. 

a. Sentiment Annotation 

Sentiment analysis is performed using a combination of four 

libraries, namely VADER, TextBlob, Flair, and BERT. Each 

library has a different approach to determining sentiment; VADER 

uses composite scores, TextBlob uses polarity scores, and Flair and 

BERT use probability scores [14]. The results from the four 

libraries are then consolidated using majority voting to get more 

accurate results and reduce the bias of the single method [30]. 

While sentiment is generally categorized into positive, negative, 

and neutral, this study only labeled the data as positive or negative 

to simplify the analysis and focus on extreme emoticons [31]. The 

sentiment annotation results are shown in Table 3. 

 

Table 3: Examples of sentiment annotation result. 

Content 
Sentiment_

VADER 

Sentime

nt_Text

Blob 

Sentime

nt_Flair 

Sentime

nt_BER

T 

Sentime

nt_majo

rity 

voting 

look 
beautiful 

sunrise 

calm soul 

Positive Positive Positive Positive Positive 

good hill 

camp wide 

flat peak 

Positive Positive Negative Negative Negative 

Source: Authors, (2025). 

 

b. Aspect Annotation 

The aspects in the text or reviews in the dataset are analyzed 

using the Bag of Words (BoW) method to convert the text into 

numerical vectors [32]. These vectors are then analyzed using the 

gensim library. To determine the optimal number of topics, the 

Latent Dirichlet Allocation (LDA) algorithm was applied, focusing 

on coherence measures that assess the relevance and relationship 

of words within each topic [33], [34]. Important parameters in the 

LDA model include corpus, num_topics, id2word, random_state, 

update_every, chunksize, and passes [35]. In this study, the pass 

parameter is set at 10 to ensure stable model convergence. Once 

the topics are identified, the text is categorized based on the 

contribution of the words to the topics. To deepen the analysis, the 

Generative AI (GenAI) model with the Gemini-Pro approach was 

used to extract relevant information according to the topics 

identified by LDA [36]. This method provides an in-depth analysis 

of the relationship between words and topic relevance, which is 

useful for applications such as sentiment analysis [37]. 

The results identified two main aspects of the topics 

extracted using LDA and GenAI, namely city and attractions and 

nature and tourism. In the city and attractions aspect, this topic 
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includes words and phrases related to cities, landmarks, and places 

of interest. Words such as city, park, bridge, road, and kahayan 

appear frequently, highlighting how cities promote their attractions 

and how travelers experience urban locations. In contrast, the 

Nature and Tourism aspect deals with natural elements and tourism 

activities related to nature. Words such as place, good, relax, and 

view appear frequently in this topic, illustrating how tourism 

focuses on natural beauty and experiences related to the natural 

environment. The results of the aspect annotation are shown in 

Table 4. 

 

Table 4: Aspect Based Sentiment Analysis (ABSA). 

Domi

nant 

topic 

Perc_

Contr

ib 

Topic_Keywords Review Aspect 

1 

0.920

00001

67 

place, good, 

beautiful, nice, 

relax, family, 

cool, view, need, 

comfortable 

look beautiful 

sunrise calm 

soul 

Nature and 

Tourism 

0 

0.507

00002

91 

palangka, raya, 

city, tourist, park, 

bridge, national, 

road, kahayan, 

attraction 

good hill 

camp wide 

flat peak 

City and 

Attractions 

Source: Authors, (2025). 

 

c. Emotion Annotation 

Emotion annotation plays an important role in sentiment 

analysis by providing deep insight into the sentiment in the text. At 

this stage, the review text was analyzed using the NRC Emotion 

Lexicon, which allows the identification of dominant emotions and 

the classification of emotions into valence and arousal categories. 

Based on Plutchik's emotion model, this lexicon classifies 

emotions into eight basic categories: anger, anticipation, disgust, 

fear, joy, sadness, surprise, and trust [13]. This lexicon also enables 

the classification of emotions with high accuracy [11]. The results 

of emotion annotation can be seen in Table 5. 

 

Table 5: Emotions Annotation Results. 

Steps Result 

Review look beautiful sunrise calm soul 

Sentiment Positive 

Aspect Nature and Tourism 

Emotions 

{'anticipation': 0.0, 'joy': 

0.08333333333333333, 'surprise': 0.0, 'trust': 

0.0} 

Dominant_Emotion joy 

Valence Positive 

Arousal High 

Source: Authors, (2025). 

 

The level of customer satisfaction is determined based on 

the combination of valence, arousal, and dominant emotion in the 

dataset. Feedback with positive valence usually indicates high 

satisfaction, while negative valence indicates dissatisfaction [38]. 

Common sentiment categories in customer feedback analysis 

include satisfied, very satisfied, dissatisfied, and very dissatisfied 

[39]. These sentiment categories help businesses understand 

customers, make better decisions, and increase sales and loyalty. 

The mapping of the combination of valence, dominant emotion, 

and arousal to the level of customer satisfaction can be seen in 

Table 6. 

3.5 Classification Model 

The sentiment, aspect, and emotion annotated datasets were 

combined to build classification models using machine learning 

and deep learning algorithms. The goal was to identify the best 

model to classify the sentiment aspects and emotions in the dataset. 

For the machine learning approach, several methods are used, 

namely Logistic Regression (LR), Naive Bayes (NB), Random 

Forest (RF), Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), Gradient Boosting (GB), and Decision Tree 

(DT) [40]. In these experiments, several techniques are applied to 

improve model performance, such as random oversampling, cross-

validation, GridSearchCV, and cross-validation using the best 

parameters from GridSearchCV [16]. Random oversampling is 

used to balance the classes by adding samples from minority 

classes, thereby reducing bias towards the majority class and 

improving model accuracy on underrepresented classes [41]. 

Cross-validation is performed to evaluate model accuracy and 

reduce the risk of overfitting by dividing the data into subsets 

(folds) for training and testing [42]. GridSearchCV is used to find 

the best combination of parameters for each algorithm so that the 

most suitable parameters can be found to improve model 

performance [43]. After the optimal parameters are found with 

GridSearchCV, cross-validation is performed again to ensure more 

reliable and consistent results [44]. 

For the deep learning approach, pre-trained BERT models 

were tested, namely BERT-base-uncased, Roberta-base, and 

Distilbert-base-uncased [45]. The models were trained with a 

predefined number of parameters. The training was conducted for 

50 epochs, with early stopping using patience 5, which stops 

training if there is no improvement in model performance for 5 

consecutive epochs [46]. This helps prevent overfitting and saves 

training time. The learning rate is set at 2e-5 to ensure the model 

can learn stably without getting stuck at a local minimum, while 

the batch size is set at 128 for efficiency in data processing and 

optimization of GPU memory usage. The maximum input length is 

set at 512 tokens, which is the maximum length of input that can 

be processed by the BERT model, to ensure that important 

information in the text is not truncated. Gradient accumulation is 

applied to overcome the GPU memory limitation by updating the 

parameters after several batches, thus enabling model training with 

a large batch size without requiring a very large GPU memory [47]. 

With this approach, it is expected that the model can utilize the 

advantages of both machine learning and deep learning techniques 

to achieve optimal sentiment classification results. 

 

3.6 Evaluation and Visualization 

The resulting model is evaluated using accuracy, recall, 

precision, and F1 score metrics to determine the best performance 

[48]. The final stage involves visualization of the results in 

graphical form as well as analysis of aspects, sentiments, and 

emotions from user reviews in relation to their relevance to 

sustainable tourism [49]. 

 

IV. RESULTS AND DISCUSSIONS 

4.1 Sentiment Annotation Results 

The sentiment distribution based on the dataset of 4,113 

reviews using VADER shows that 95.4% of the reviews are 

categorized as positive and 4.6% as negative. TextBlob showed 

similar results to VADER, albeit with slightly more negative 

reviews, at 6.9%, and positive reviews at 93.1%. Flair categorized 

86.1% of reviews as positive and 13.9% as negative, while BERT 

categorized 84.4% of reviews as positive and 15.6% as negative. 

The result of the sentiment analysis was determined through 
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majority voting, which combines the judgments from all libraries 

and results in a more balanced distribution in text classification. In 

this process, 88% of the reviews were categorized as positive and 

12% as negative. Thus, although there are variations in sentiment 

analysis results between different methods, all tools show that most 

reviews of tourist attractions in Palangka Raya city are categorized 

as positive. The comparison of the sentiment annotation results 

using VADER, TextBlob, Flair, BERT, and majority voting, 

shown in Table 6, provides an overall picture of the sentiment 

classification of the text. 

 

Table 6: Sentiment Distribution by Method. 

Labeling technique 
Sentiment label 

Positive Negative 

VADER 3925 188 

TextBlob 3828 285 

Flair 3541 572 

BERT 3469 644 

Majority voting 3619 494 

Source: Authors, (2025). 

 

The aspect distribution of tourist attractions reviews in 

Palangka Raya City consists of 3,015 reviews for nature and 

tourism and 1,098 reviews for city and attractions. The sentiment 

distribution for the City and Attractions aspect includes 974 

positive sentiments and 124 negative sentiments. Meanwhile, the 

nature and tourism aspect have 2,645 positive sentiments and 370 

negative sentiments. The aspect distribution is shown in Figure 2, 

while the sentiment distribution per aspect is shown in Figure 3. 

 

 
Figure 2: Distribution of Aspects. 

Source: Authors, (2025). 

 

 
Figure 3: Sentiment per Aspect. 

Source: Authors, (2025). 

 

The frequency distribution of emotions in the dataset shows 

that anticipation is the most frequent emotion, with 2,405, followed 

by joy with 857. Emotions such as anger at 326, trust at 20, fear at 

69, disgust at 58, sadness at 41, and surprise at 37 appear less 

frequently compared to anticipation and joy. The frequency 

distribution of these emotions can be seen in Figure 4. Sentiment 

analysis of the nature and tourism aspect shows the dominance of 

joy and anticipation emotions, reflecting high enthusiasm for 

nature and tourism. In contrast, in the city and attractions aspect, 

the distribution of emotions is more diverse. In addition to joy and 

anticipation, the emotion of trust is also significant, indicating trust 

in information related to cities and attractions. Details of sentiment 

distribution and dominant emotions by aspect are shown in Figure 

5. 

Dominant emotions are mapped into the dimensions of 

valence (positive or negative) as well as arousal (high or low). 

Positive emotions with high arousal, such as excitement and 

anticipation, appear frequently, indicating a pleasant and arousing 

experience. Negative emotions with high arousal, such as anger, 

also arise frequently but with high intensity. In contrast, low-

arousal negative emotions, such as sadness and disgust, appear with 

lower intensity. Finally, positive emotions with low arousal, such 

as trust, tend to appear with a calmer intensity. This mapping can 

be seen in Figure 6. 

 

 
Figure 4: Distribution of emoticons. 

Source: Authors, (2025). 

 

 
Figure 5: Sentiment and Emotion Distribution by Aspect. 

Source: Authors, (2025). 

 

The level of customer satisfaction is determined by 

analyzing the combination of valence, arousal, and dominant 

emotions contained in the dataset. The analysis results show that 

2,405 customers rated tourist attractions in Palangka Raya City as 

very satisfying, while 1,214 customers were satisfied. In contrast, 

the number of dissatisfied and very dissatisfied customers is 

relatively small, at 168 and 326, respectively. This finding 

indicates that despite some complaints, the majority of customers 

experience high levels of satisfaction, reflecting good performance 
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in meeting visitors' expectations. In addition, the level of customer 

satisfaction by aspect was analyzed. For the City and Attractions 

aspect, the number of very satisfied visitors was 619, satisfied was 

355, dissatisfied was 40, and very dissatisfied was 84. Meanwhile, 

for the nature and tourism aspect, the number of very satisfied 

visitors reached 1,786, 859 satisfied, 128 dissatisfied, and 242 very 

dissatisfied. Details of these results can be seen in Figure 7. 

 

 
Figure 6: Emotion Distribution by Valence and Arousal. 

Source: Authors, (2025). 

 

 
Figure 7: Distribution of Customer Satisfaction. 

Source: Authors, (2025). 

 

4.2 Comparison of Classification Model Results 

This section presents a comparative analysis of the 

performance of various machine learning (ML) and deep learning 

(DL) algorithms in classifying datasets that have been annotated 

for sentiment, aspect, and emotion. The purpose of this analysis is 

to identify the best model for each of these classification tasks. To 

improve the performance of machine learning models, several 

techniques were applied, namely random oversampling, cross-

validation, GridSearchCV, and cross-validation with the best 

parameters from GridSearchCV.  

The results of aspect classification show that the Support 

Vector Machine (SVM) algorithm provides excellent performance 

compared to other algorithms, especially when the cross-validation 

technique, GridSearchCV, and cross-validation with optimal 

parameters from GridSearchCV are applied. With the cross-

validation technique, SVM achieved 94.42% accuracy, 94.44% 

precision, 94.42% recall, and 94.31% F1-score. The use of 

GridSearchCV further improved the performance of SVM, with an 

accuracy of 98.10%, precision of 98.13%, recall of 98.10%, and 

F1-score of 98.10%. The application of cross-validation with 

optimal parameters from GridSearchCV resulted in the highest 

accuracy value for SVM, which was 98.60%, with 98.62% 

precision, 98.60% recall, and 98.60% F1-score. On the other hand, 

when applying the Random Oversampling technique, the Logistic 

Regression algorithm showed better performance compared to 

SVM and other algorithms, with accuracy, precision, recall, and an 

F1-score of 95.15% each. Complete data regarding the results of 

this evaluation can be seen in Table 7. 

 

Table 7: Comparing Machine Learning Algorithms for Aspect-

Based Sentiment. 

Aspect 

Algo

rith

m 

Technique 

Accur

acy 

(%) 

Precis

ion 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

LR 

Random Oversampling 95,15 95,15 95,15 95,15 

Cross-validation 96,81 96,86 96,82 96,81 

GridSearchCV 96,82 96,86 96,82 96,81 

Cross-validation with 

best parameter from 

GridSearchCV 

98,38 98,41 98,38 98,38 

NB 

Random Oversampling 93,20 93,59 93,20 93,31 

Cross-validation 96,12 96,26 96,12 96,11 

GridSearchCV 96,12 96,26 96,12 96,11 

Cross-validation with 

best parameter from 

GridSearchCV 

96,28 96,40 96,28 96,28 

RF 

Random Oversampling 90,53 90,69 90,5 90,60 

Cross-validation 96,56 96,56 96,54 96,56 

GridSearchCV 96,56 96,56 96,54 96,56 

Cross-validation with 

best parameter from 

GridSearchCV 

96,89 96,82 96,65 96,57 

SVM 

Random Oversampling 94,42 94,44 94,42 94,31 

Cross-validation 98,10 98,13 98,10 98,10 

GridSearchCV 98,10 98,13 98,10 98,10 

Cross-validation with 

best parameter from 

GridSearchCV 

98,60 98,62 98,60 98,60 

KNN 

Random Oversampling 87,38 87,62 87,38 87,48 

Cross-validation 91,68 91,86 91,68 91,67 

GridSearchCV 91,68 91,86 91,68 91,67 

Cross-validation with 

best parameter from 

GridSearchCV 

95,07 98,62 95,07 95,06 

GB 

Random Oversampling 87,86 87,86 87,86 87,86 

Cross-validation 88,81 89,23 88,86 88,85 

GridSearchCV 88,81 89,23 88,86 88,85 

Cross-validation with 

best parameter from 

GridSearchCV 

96,54 96,66 96,45 96,54 

DT 

Random Oversampling 86,65 86,95 86,65 86,77 

Cross-validation 94,42 94,73 94,66 94,39 

GridSearchCV 94,42 94,73 94,66 94,39 

Cross-validation with 

best parameter from 

GridSearchCV 

94,42 94,69 94,37 94,37 

Source: Authors, (2025). 

 

The results of the sentiment classification evaluation using 

machine learning show that the Random Forest algorithm provides 

better performance compared to other algorithms in the Random 

Oversampling and GridSearchCV techniques. In the Random 

Oversampling technique, Random Forest achieved 91.26% 

accuracy, 90.18% precision, 91.26% recall, and 90.20% F1-score. 
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For the GridSearchCV technique, the algorithm recorded 95.92% 

accuracy, 95.91% precision, 95.92% recall, and 95.91% F1-score. 

In contrast, in the cross-validation technique and cross-validation 

with the optimal parameters of GridSearchCV, the support vector 

machine (SVM) algorithm showed superior performance with 

accuracy, recall, and F1-score of 99.09% and precision of 99.11% 

for the cross-validation technique, respectively. For cross-

validation with the best parameters from GridSearchCV, SVM 

achieved the highest accuracy, precision, recall, and F1-score of 

99.86%. Details of these results can be seen more clearly in Table 

8. 

 

Table 8: Comparing Machine Learning Algorithms for Sentiment 

Classification. 

Emotion 

Algori

thm 
Technique 

Accur

acy 

(%) 

Precis

ion 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

LR 

Random 

Oversampling 
78,16 81,73 78,16 79,55 

Cross-validation 97,29 97,31 97,29 97,24 

GridSearchCV 72,80 73,11 72,80 72,95 

Cross-validation 

with best parameter 

from GridSearchCV 

98,87 98,89 98,87 98,84 

NB 

Random 

Oversampling 
57,04 73,68 57,04 61,24 

Cross-validation 89,94 90,18 89,94 89,25 

GridSearchCV 69,94 69,19 69,94 69,07 

Cross-validation 

with best parameter 

from GridSearchCV 

92,07 92,25 92,07 91,58 

RF 

Random 

Oversampling 
77,43 75,80 77,43 74,98 

Cross-validation 99,14 99,19 99,18 99,20 

GridSearchCV 95,14 95,18 95,14 95,14 

Cross-validation 

with best parameter 

from GridSearchCV 

99,24 99,28 99,26 99,23 

SVM 

Random 

Oversampling 
78,64 76,57 78,64 75,40 

Cross-validation 99,41 99,41 99,41 99,41 

GridSearchCV 94,12 94,42 94,12 94,12 

Cross-validation 

with best parameter 

from GridSearchCV 

99,59 99,59 99,59 99,59 

KNN 

Random 

Oversampling 
61,41 63,80 61,41 62,32 

Cross-validation 93,72 93,57 93,72 93,48 

GridSearchCV 93,72 93,62 93,72 93,72 

Cross-validation 

with best parameter 

from GridSearchCV 

96,48

7 
96,65 96,48 96,31 

GB 

Random 

Oversampling 
78,40 79,71 78,40 78,81 

Cross-validation 94,21 94,48 94,17 94,18 

GridSearchCV 85,17 87,20 85,06 85,00 

Cross-validation 

with best parameter 

from GridSearchCV 

98,63 98,60 98,61 98,56 

DT 

Random 

Oversampling 
72,82 73,91 72,82 73,17 

Cross-validation 98,06 98,11 98,04 98,10 

GridSearchCV 94,48 95,30 94,75 94,62 

Cross-validation 

with best parameter 

from GridSearchCV 

98,22 98,20 98,10 98,12 

Source: Authors, (2025). 

For the deep learning model, the evaluation results show 

that Roberta-base outperforms BERT-base-uncased and 

DistilBERT-base-uncased in aspect and sentiment classification. 

Roberta-base achieved 91.26% accuracy, 91.38% precision, 

91.26% recall, and 91.31% F1-score for aspect classification, 

and 88.63% accuracy, 87.84% precision, 88.83% recall, and 

88.25% F1-score for sentiment classification. In contrast, for 

emotion classification, DistilBERT-base-uncased shows better 

performance compared to BERT-base-uncased and Roberta-

base, with an accuracy value of 68.20%, precision of 72.23%, 

recall of 68.20%, and F1-score of 69.75%. The detailed 

performance of the deep learning model can be seen in Table 9. 

 

Table. 9: Deep Learning Algorithms Performance Comparison 

Category 
Algorithm 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-1 

Score 

(%) 

Aspect 
BERT-base-

uncased 
88,35 89,90 88,35 88,74 

 
Roberta-

base 
91,26 91,38 91,26 91,31 

 

DistilBERT-

base-

uncased 

89,32 91,16 89,32 89,73 

Sentiment 
BERT-base-

uncased 
86,65 87,26 86,65 86,92 

 
Roberta-

base 
88,83 87,84 88,83 88,25 

 

DistilBERT-

base-

uncased 

88,11 87,64 88,11 87,85 

Emotion 
BERT-base-

uncased 
66,75 68,68 66,75 67,55 

 
Roberta-

base 
67,72 69,71 67,72 63,38 

 

DistilBERT-

base-

uncased 

68,20 72,33 68,20 69,75 

Source: Authors, (2025). 

 

Sentiment analysis of various methods such as VADER, 

TextBlob, Flair, and BERT shows that most reviews about tourist 

attractions in Palangka Raya City are positive. While VADER and 

TextBlob generally generate a lot of positive reviews, TextBlob 

records slightly more negative reviews than VADER. Flair and 

BERT also reflect a similar trend with a higher proportion of 

negative reviews [50]. Majority voting gave a sentiment 

distribution of 88% positive and 12% negative, confirming the 

general trend of positive reviews [30], [50].  

Aspect analysis revealed that the Nature and Tourism 

category received more positive reviews than City and Attractions, 

although negative reviews were also more frequent in that 

category. The frequency of emotions in the dataset was dominated 

by anticipation and joy, while negative emotions such as anger and 

fear appeared less frequently [51]. The level of customer 

satisfaction is very high, with 2,405 visitors very satisfied and 

1,214 satisfied, indicating that tourist attractions in Palangka Raya 

successfully meet visitors' expectations. Nature and tourism 

visitors tend to be very satisfied more often than city and attraction 
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visitors, possibly because experiences in nature are considered 

more satisfying than urban environments [52]. 

In terms of machine learning classification models, Random 

Oversampling, Cross-Validation, and GridSearchCV techniques 

have been shown to improve the performance of various 

algorithms, such as Logistic Regression, Naive Bayes, Random 

Forest, Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), Gradient Boosting, and Decision Tree [44], [53], [54]. In 

particular, the combination of cross-validation with the best 

parameters of GridSearchCV resulted in the most significant 

improvement in model accuracy [16], [55]. Support Vector 

Machine (SVM) showed superiority over other machine learning 

algorithms as well as deep learning models, achieving 98.60% 

accuracy and 98.60% F1-score for aspect classification, 99.86% 

accuracy and 98.86% F1-score for sentiment analysis, and 99.59% 

accuracy and 99.59% F1-score for emotion classification [56], [57] 

However, it should be noted that this study has some limitations. 

Firstly, the data used is limited to the Google Maps platform, so it 

may not cover all visitor’s perspectives. In addition, the relatively 

small amount of data may affect the accuracy of the model. These 

limitations need to be considered in the interpretation of the results 

and the development of future research need to be considered in the 

interpretation of the results and the development of future research. 

 

V. CONCLUSIONS 

This study found that the majority of reviews regarding 

tourist attractions in Palangka Raya City are positive, with 88% 

positive and 12% negative reviews according to majority voting. 

The analysis methods used, including VADER, TextBlob, Flair, 

and BERT, were consistent in showing a positive trend, although 

there were variations in the proportion of negative reviews. The 

nature and tourism aspect received more positive reviews 

compared to city and attractions but also had more negative 

reviews. This reflects that visitors may enjoy the nature experience 

more, despite some criticism. Emotion frequencies show a 

predominance of anticipation and joy, indicating that the visitor 

experience is generally uplifting. Customer satisfaction levels are 

also high, with the majority of visitors feeling very satisfied or 

satisfied. The combination of cross-validation with the best 

parameters from GridSearchCV resulted in the most significant 

improvement in model accuracy. In classification, SVM showed 

the best performance for aspects, while Random Forest excelled in 

sentiment and Logistic Regression in emotion on specific 

techniques. Roberta-base and DistilBERT-base-uncased deep 

learning models showed the best performance in aspect and 

emotion classification, respectively. These findings provide 

valuable insights for tourism destination management and 

marketing strategies, with an emphasis on positive experiences and 

visitor preferences. 

Based on the research results, several strategic steps can be 

implemented to improve the management of tourist destinations in 

Palangka Raya City. Improving the quality of experience in the 

Nature and Tourism category needs to be focused on improving 

facilities and addressing criticism to reduce complaints. Positive 

sentiment data should be used in marketing strategies, highlighting 

natural advantages to attract visitors. In addition, proven effective 

analysis algorithms, such as support vector machine (SVM), 

random forest, and logistic regression, can be applied to improve 

classification accuracy. The use of deep learning models such as 

Roberta-base is also recommended for more in-depth analysis. 

Data collection from various sources and continued research on 

visitor preferences will provide valuable additional insights. These 

steps are expected to improve visitor experience, optimize 

marketing, and make effective use of analytics technology for long-

term success. 

This research opens opportunities for further exploration of 

sentiment and emotion analysis in tourism. Future research could 

include analysis in other cities in Indonesia to understand traveler 

sentiment patterns more broadly. In addition, the development and 

application of new deep-learning models can improve the accuracy 

of emotional classification. Integration of multi-source data, such 

as review data, social media, satisfaction surveys, and transactions, 

is also important for more comprehensive analysis. This approach 

is expected to improve the service quality and attractiveness of 

tourist destinations and strengthen the traveler experience. 
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     This paper introduces a reactive navigation strategy for wheeled mobile robots, utilizing 

type-2 fuzzy logic to manage uncertainty in dynamic environments. The approach 

incorporates two distinct type-2 fuzzy logic controllers, each tailored to address specific 

challenges in navigation. The first controller focuses on steering the robot toward its target 

by continuously adjusting its path in response to changing conditions. The second controller 

specializes in obstacle avoidance, enabling the robot to detect and maneuver around 

obstacles it encounters during its journey.  

     To evaluate the performance of the system, numerical simulations are carried out across 

various scenarios, including dynamic and cluttered environments, to demonstrate its 

robustness. Additionally, the results of the type-2 fuzzy logic approach are compared with 

conventional navigation techniques, such as rule-based or model-based methods. The 

comparison underscores the system’s greater adaptability and resilience. The study 

concludes that type-2 fuzzy logic provides an effective and flexible solution, significantly 

improving both path planning and real-time decision-making in unpredictable and complex 

environments. 
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I. INTRODUCTION 
The field of mobile robot navigation has gained increasing 

importance in recent years due to the rising use of robots in various 

fields, including industrial and service applications [1]. The control 

of motion for mobile robots involves several research areas, such 

as path planning and tracking algorithms [2], precise control design 

for trajectory following (3], and obstacle avoidance [4], [5]. The 

demand for robots to navigate in unknown and dynamic 

environments, filled with both static and dynamic obstacles, has 

driven the development of advanced systems for planning and 

navigation. Current path planning methods can be broadly 

categorized into two main types: global planning methods and local 

or reactive planning methods [6], [7]. 

Global path planning, also known as off-line or static path 

planning, refers to the process where the robot has prior knowledge 

of the environment and can reach its destination via a pre-defined 

path. This category includes various algorithms, such as graph-

based methods like Dijkstra’s algorithm, roadmap-based methods 

such as RRT and PRM, and topological methods including cell 

decomposition and Voronoi diagrams [8]. 

In contrast to global path planning algorithms, which rely 

on prior knowledge and environmental mapping, reactive or local 

navigation strategies employ sensors to monitor the robot's 

surroundings in real-time, allowing the robot to make quick 

decisions without prior knowledge of the environment. These 

reactive strategies often involve various algorithms such as 

Artificial Potential Fields (APF) [9], Control Barrier Functions 

(CBF) ([10]), and Fuzzy Logic Controllers (FLC) [11]. 

Fuzzy Logic Control (FLC) has become a key element in 

reactive navigation strategies due to its ability to make decisions in 

real-time based on sensory data. FLC has proven particularly useful 

for handling nonlinearities and managing dynamic, uncertain 

environments. Several researchers have proposed using FLC 

systems for mobile robot navigation. For example, [12], [13] 

proposed fuzzy control systems for guiding robots to their target 

destinations while avoiding obstacles. Furthermore, [14] developed 
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an optimal fuzzy tracking control system based on the Takagi-

Sugeno model and Linear Quadratic Regulator (LQR) for 

improving trajectory tracking and obstacle avoidance. 

However, traditional fuzzy logic systems face difficulties 

in precisely defining membership values within the [0, 1] range for 

fuzzy systems. To address this issue, Type-2 Fuzzy Logic Systems 

(T2FLS) have been explored as a more effective solution [15].  

These systems help in dealing with higher levels of 

uncertainty, making them ideal for dynamic environments where 

information may be incomplete or fuzzy. Similarly, researchers 

such as ([11]) have employed Particle Swarm Optimization (PSO) 

to enhance fuzzy membership functions, while others have applied 

neuro-fuzzy systems in sensor-based navigation [16], [17]. 

Additionally, Zadeh's concept of Type-2 fuzzy logic, introduced in 

1975 [18], has played a significant role in enhancing robot 

adaptability to unforeseen environments. 

In summary, this paper presents an approach to design and 

implement an interactive navigation system for mobile robots using 

type 2 fuzzy logic controllers (T2FLC). This technique aims to 

enhance the robot's ability to navigate dynamic and uncertain 

environments effectively, providing a more robust solution to the 

challenges of obstacle avoidance and real-time path planning. 
 

II. MODEL OF THE MOBILE ROBOT USED IN OUR 

WORK 

The robot used in the simulation is a single-wheeled 

mobile robot, driven by two independently controlled wheels 

powered by separate motors. It may also be equipped with passive 

wheels to maintain stability. The real-world robot is assumed to 

have a range of sensors to measure the distance to nearby obstacles 

and monitor its speed. The navigation approach employed in this 

study follows an interactive navigation strategy. 

The primary objective of any robotic navigation system is 

to direct the robot towards a predefined target area. The secondary 

objective is to prevent collisions with obstacles. Both objectives 

are achieved by providing the robot with the necessary commands 

to minimize the discrepancy between its current position and the 

target location. For obstacle detection, appropriate sensors, such as 

ultrasonic sensors, are employed. 

It is assumed that the robot-target configuration is 

represented by TP = [xT, yT, θT]. Additionally, the error vector 

between the robot's actual position and the nearest obstacle is 

defined using two variables: DRO and θRO. Similarly, the error 

between the robot's actual position and the target location can be 

calculated by considering two parameters: DRT and θRT, as shown 

in (Figure.1). 

 
Figure 1: mobile robot used in our work. 

Source: Authors, (2025). 

Explanation of the abbreviations in (Fig.1): 
 

(xr, yr) : The robot position. 

(xT, yT) : The coordinates of the target point. 

V: Linear velocity. 

ω: Angular velocity. 

Vr : The speed of the right wheel. 

Vl : The speed of the left wheel. 

θR : The orientation of the robot. 

θ𝑇: The orientation of the target. 

θRT : The angle between the current orientation of the robot and 

that of the target. 

DRT : The distance between the robot and the target. 

III. STATE REPRESENTATION 

State representation in the context of mobile robots refers 

to how the various variables that describe a robot's state are 

modeled and used to control its behavior. This typically includes 

variables such as position, orientation, velocity, and other relevant 

parameters that completely characterize the robot's state at any 

given time. 

For a two-wheeled robot, the state representation is often 

expressed as a state vector that includes the robot's position on the 

plane (x, y), its orientation (θ), and sometimes linear and angular 
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velocities (v, ω). The aim is to relate control inputs, such as wheel 

speeds, to changes in these state variables. 

In summary, state representation is used to model the 

evolution of the robotic system over time using differential 

equations that describe the robot's dynamics. These models are 

essential for control, trajectory planning, and autonomous 

navigation. 

The kinematic model of the mobile robot is given by: 

{

 ẋ = V. cos(θR)

ẏ = V. sin(θR) 

θ̇ = ω              

                             (1)    

The total speed of the robot can be approximated as the 

average of the speeds of the individual wheels. Specifically, the 

total linear speed of the robot is given by the sum of the speeds of 

the left and right wheels divided by two. This approach assumes 

that both wheels are acting identically and that the robot is moving 

in a straight line, providing a simplified model of its forward speed. 

Substituting this gives us:                

{
 
 

 
  ẋ =

Vr+Vl

2
 . cos (θR)

ẏ =
Vr+Vl

2
 . sin (θR)

θ̇ =
Vr−Vl

2L
                  

                    (2) 

IV. DISCRETE MODEL FOR ROBOT MOTION 

 

We use the discrete version of this model, which is 

expressed as follows: the robot's motion is represented in discrete 

time steps, where the state of the robot at each step is updated based 

on the control inputs (such as wheel speeds) and the system's 

dynamics. This approach allows us to approximate the continuous 

model in a computationally feasible way, with the state being 

updated at each time interval according to the robot's kinematic 

equations. 

{
 
 

 
 

 

 xk+1 = xk +
V𝑟k+Vlk

2
. T. cos(θRk)

yk+1 = yk +
Vrk+Vlk

2
. T. sin(θRk)

θRk+1 = θRk + T.
Vrk−Vlk

2L
                

            (3) 

V. DISTANCE AND ANGLE COMPUTATION 

BETWEEN ROBOT AND TARGET 

To calculate the distance between the robot and its target, 

we use the Euclidean distance formula. This formula computes the 

straight-line distance between two points in a 2D plane, where the 

robot’s current position and the target’s position are represented by 

their respective coordinates (𝑥𝑅, 𝑦𝑅) for the robot and (𝑥𝑇, 𝑦𝑇) for 

the target.  

The Euclidean distance 𝐷; which is a crucial parameter for 

the fuzzy logic controller to adjust the robot’s movement towards 

the target effectively. 

DRT is given by: 

𝐷𝑅𝑇 = √eRTx
2 + eRTy

2            (4) 

 

Where: 

ex: The error between robot xR and target xT. 

ey: The error between robot yR and target yT. 

{
e𝑅𝑇x = xT − xR
eRTy = yT − yR

                                        (5) 

To calculate the direction or angle between the robot and 

the target, we need to determine the relative angle at which the 

robot should turn to face the target. This angle, denoted 𝜃𝑅𝑇, can 

be calculated using the inverse tangent function. The robot's 

direction is represented by the angle 𝜃𝑅 (the angle between the 

robot's direction and the reference axis), while the target's position 

is given by the coordinates (𝑥𝑇, 𝑦𝑇) and the robot's current position 

by (xR,yR). 

𝜃𝑇 = tan
−1 (

eRTy

eRTx
)                                        (6)  

  
The direction angle 𝜃𝑅𝑇 can be calculated as follows: 
 

𝜃𝑅𝑇 = 𝜃𝑇 − 𝜃𝑅                                             (7) 
 

VI. STRUCTURES OF ROBOT-TRGET FLC-RT 

 

The fuzzification, inference, and defuzzification processes 

are applied in the navigation behavior (Fig.2); using two inputs: the 

distance between the mobile robot and the target (DRT), and the 

angle between the robot’s current orientation and the target's 

orientation (θRT). The controller’s outputs are the velocities of the 

left (Vl) and right (Vr) wheels. 

 
Figure 2: Structure of FLC-RT. 

Source: Authors (2025). 

VII. DISTANCE AND ANGLE COMPUTATION 

BETWEEN ROBOT AND OBSTACLE 

To calculate the distance between the robot and an 

obstacle, we use the Euclidean distance formula. This formula 

computes the straight-line distance between two points in a 2D 

plane, where the robot’s current position is represented by 

coordinates (𝑥𝑅,𝑦𝑅) and the obstacle’s position is given by (𝑥𝑂,𝑦𝑂). 

The Euclidean distance 𝐷𝑅𝑂 is a key parameter for the fuzzy logic 

controller to adjust the robot’s movement and avoid collisions 

effectively. 

The distance 𝐷𝑅𝑂 is given by: 

𝐷𝑅𝑂 = √eROx
2 + eROy

2            (8) 

Where: 

eROx: The error between robot xR and obstacle xO. 

eROy: The error between robot yR and obstacle yO. 

{
e𝑅𝑂x = x𝑂 − xR
eROy = y𝑂 − yR

                              (9) 

To calculate the direction or angle between the robot and an 

obstacle, we need to determine the relative angle at which the robot 

should turn to face the obstacle. This angle, denoted θRO, can be 

calculated using the inverse tangent function. The robot's direction 

is represented by the angle θR (the angle between the robot's 
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direction and the reference axis), while the obstacle's position is 

given by the coordinates (xO,yO) and the robot's current position by 

(xR,yR). 

𝜃𝑅𝑂 = tan
−1 (

eROy

eROx
)                           (10)  

 

VIII. STRUCTURES OF ROBOT-OBSTACLE FLC-RO 

 

The fuzzification, inference, and defuzzification 

processes are applied in the obstacle avoidance behavior (Fig. 3), 

using two inputs: the distance between the mobile robot and the 

obstacle (DRO), and the angle between the robot’s current 

orientation and the obstacle's orientation (θRO). The controller’s 

outputs are the velocities of the left (Vl) and right (Vr) wheels. 

 

Figure 3: Structure of FLC-RO. 

Source: Authors (2025) 

 

IX. BLURRED NAVIGATION CONTROLLER 

STRUCTURE WITH OBSTACLE AVOIDANCE 

 

The fuzzing, reasoning, and de-fuzzification operations 

are implemented using two separate fuzzy logic controllers (FLCs) 

for the navigation and obstacle avoidance behaviors in the system 

(Figure 4). The FLC for robot and target navigation (FLC-RT) uses 

two inputs: the distance between the moving robot and the target 

(DRT) and the angle between the robot’s current direction and the 

target direction (θRT). The controller’s outputs are the left (Vl) and 

right (Vr) wheel speeds, which guide the robot toward its target 

position. When the robot is navigating toward the target, the FLC-

RT is active, ensuring efficient movement. If an obstacle is 

detected, the system switches to the FLC for robot obstacle 

avoidance (FLC-RO), which uses the distance between the robot 

and the obstacle (DRO) and the angle between the robot’s current 

direction and the obstacle direction (θRO) as inputs. The FLC-RO 

outputs adjust the robot’s movement to avoid collisions while 

continuing to move toward its target. This dynamic switching 

ensures smooth and safe navigation, while balancing the two goals 

of reaching the target and avoiding obstacles. 

 

 
Figure 4: Structure of the navigation controller with obstacle 

avoidance. 

Source : Authors (2025) 

Then, the selected fuzzy logic controllers, as shown in 

(Fig.5) and (Fig. 6), should be designed to ensure that the distances 

DRT and θRT between the robot and the target are minimized, i.e., 

ensure that DRT → 0, θRT → 0 when t → ∞. It takes DRT and θRT as 

inputs and produces Vl and Vr as outputs. The same is true for 

obstacle avoidance in Figure 4 because the inputs are : DRO and θRO 
 

 
Figure 5 : Fuzzy rules set of the Target FLC-RT 

Source : Authors (2025) 

X. FUZZY LOGIC RULE TABLES. 

We introduced fuzzy rules according to several experiments from 

which we extracted the following tables: 

The rule base for the target fuzzy controller FLC-RT is specified in 

Table 1. 

Table 1: Fuzzy rule sets of the target FLC-RT. 

DRT/θRT NB N Z P PB 

S Z/Z Z/Z Z/Z Z/Z Z/Z 

M F/UM F/M M/M M/F F/UM 

B F/UM F/M F/F M/F F/UM 

Source: Authors (2025). 

The linguistic variables for the inputs in this controller are:  

DRT = (S:Small, B :Big, Z :Zero ) 

θRT  = (NB : Negativebig, N : Negative, Z : Zero,  

P : Positive, PB : Positivebig)       

The linguistic variables for the outputs in this controller are: 

Vr = F: Fast, M : Medium, UM : Under-Medium, Z : Zero.  

Vl = F: Fast, M : Medium, UM : Under-Medium, Z : Zero.   

Examples for this fuzzy control rule is: 

if θRT is N and DRT is M, then vr is F and vl is M 

if θRT is Z and DRT is S, then vr is Z and vl is Z 

 

The rule base for the obstacle avoidance FLC-RO fuzzy controller 

is specified in Table 1. 

Table 2: FLC-O fuzzy rule set for obstacle avoidance. 

DRO/θRO NB N Z P PB 

S M/F Z/M Z/F M/Z F/M 

M F/F M/M M/M M/M F/F 

B F/F F/F F/F F/F F/F 

Source: Authors (2025). 

The linguistic variables for the inputs in this controller are:  

DRO = (S: Small, M: Medium, B : Big) 
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θRO = (NB: Negativebig, N: Negative, Z: Zero,        

P : Positive, PB : Positivebig) 

The linguistic variables for the outputs in this controller are:  

Vr = F: Fast, M : Medium, Z : Zero.   

Vl = F: Fast, M : Medium, Z : Zero.   

Examples for this fuzzy control rule is:  

• if θRO is P and DRO is B, then vr is F and vl is F 

• if θRO is PB and DRO is S, then vr is F and vl is M 

XI. MEMBERSHIP FUNCTION 

We present a series of schematic diagrams that show the 

membership functions (Figure 6-a, 6-b, 6-c, 6-d) of FLC-RT and 

(Figure 7-a, 7-b, 7-c, 7-d) of FLC-RO ; and for both the inputs and 

outputs of a fuzzy logic controller used in a mobile robot navigation 

system. These diagrams are essential for visualizing how a fuzzy 

logic system interprets different sensor inputs and translates them 

into control actions for the robot. The membership functions 

determine the degree of truth for different input values, allowing 

the system to make decisions based on fuzzy rules rather than 

binary logic. 

 

 
(a): MF-INPUT1-DRT. 

 
(b): MF-INPUT2- θRT 

 
(c): MF-OUTPUT1-Vr 

 
(d): MF-OUTPUT2-Vl 

Figure 6: Membership function of the FLC-RT input/output 

variables. 

Source: Authors (2025) 

 
(a): MF-INPUT1-DRO 

 
(b): MF-INPUT2- θRO 

 

(c): MF-OUTPUT1-Vr 
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(d): MF-OUTPUT2-Vl 

Figure 7: Membership function of the FLC-RO input/output 

variables. 

Source: Authors (2025) 

XII. OUTDOOR LIGHTING 

The mobile robot employed in our experiments is the 

Pioneer  3-DX, depicted in (Figure 8-a). This robot is a compact, 

lightweight, two-wheel, two-motor differential-drive system, 

making it ideal for indoor laboratory or classroom environments. 

The wheel axle length for this model is L = 46. It is equipped with 

a front SONAR sensor, a battery, wheel encoders, and a 

microcontroller running ARCOS firmware. The Advanced 

Robotics Interface for Applications (ARIA) serves as an effective 

platform for integrating user control software, as it efficiently 

handles low-level client-server interactions, including serial 

communication, command and status packet processing, cycle 

timing, multi-threading, and accessory control management. The 

experiments were conducted with a sampling time of T = 0.3 s. 

 

 
Figure 8.a: Mobile robot for test P-3DX. 

Source : Authors (2025) 

The robot's position is determined using optical quadrature 

encoders. The test prototype is equipped with eight sonar sensors, 

numbered as shown in (Figure 8-b). The measured distance to the 

nearest obstacle is determined as the minimum value from all 

sensors, expressed as: 

𝑑𝑟=min(𝑑1, 𝑑2, …,𝑑8)             (11) 

where : 

𝑑𝑖 represents the distance to the obstacle measured by the i-th 

ultrasonic sensor. The angle between each consecutive pair of 

sensor directions is 20 degrees, except for the four side sensors 

(so0, so7, so8, and so15), where the angle between them is 40 

degrees. 

 
Figure 8.b: Sonars 

Source : Authors (2025) 

XIII. ENVIRONMENT WITH STATIONARY 

OBSTACLES 

In the first test, we tackled the challenge of moving the robot 

from an initial position, defined by SP = [0, 0], to a target position 

SP = [3, 2] (represented by black-filled triangles) within a crowded 

environment with five fixed polygonal obstacles, as shown in 

(Figure 9-a). It is important to note that the target configuration is 

located within a dangerous area due to its proximity to the 

obstacles. The results of applying the proposed method are 

presented in (Figure 9-b). These results highlight the effectiveness 

of the proposed approach in guiding the robot towards its target 

configuration while adhering to the kinematic constraints and 

successfully avoiding collisions with the obstacles. 
 

 
(a): Test-1 environment 

 

 
(b): Navigation result. 

Figure 9: Test-1 result. 

Source: Authors (2025). 
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XIV. ENVIRONMENT WITH DYNAMIC 

OBSTACLES 

 

The second test, the results of which are shown, was 

conducted in the workspace environment shown in (Figure 10-a). 

This environment has a U-shaped (concave) structure, which poses 

a significant challenge in the field of robotics, as many interactive 

navigation methods are prone to getting stuck at local minima. The 

results highlight the effectiveness of the proposed method in 

overcoming the local minima problem. In addition. 

The same scenario was tested with a dynamic obstacle, 

represented by a blue triangle in (Figure 10-b). The results from 

this scenario also confirm the robustness of the proposed approach 

in dealing with dynamic obstacles. 

 

 
(a): Navigation in U-shaped. 

 

 
(b): Navigation in dynamic environment. 

Figure 10: Test-2 result 

Source : Authors (2025) 

 

XV. CONCLUSIONS 

 

This paper presents a local navigation strategy aimed at 

ensuring the safe operation of mobile robots in dynamic and 

uncertain environments. The approach is inspired by human 

reasoning and involves the creation of two behavioral planners 

utilizing a type-2 fuzzy logic controller. The first controller guides 

the robot towards its target, while the second controller directs the 

robot away from obstacles. A detailed, step-by-step explanation of 

the developed controllers is provided. To demonstrate the 

effectiveness of the proposed method, numerical tests across 

various scenarios and environments are presented. Future work 

will focus on adapting the proposed approach to facilitate robot 

navigation in 3D environments. 

XVI. AUTHOR’S CONTRIBUTION 

Conceptualization: Soufiane Hachani and Emira Nechadi. 

Methodology: Soufiane Hachani and Emira Nechadi. 

Investigation: Soufiane Hachani and Emira Nechadi.. 

Discussion of results: Soufiane Hachani and Emira Nechadi. 

Writing – Original Draft: Soufiane Hachani. 

Writing – Review and Editing: Soufiane Hachani and Emira 

Nechadi. 

Resources: Emira Nechadi. 

Supervision: Emira Nechadi. 

Approval of the final text: Soufiane Hachani and Emira Nechadi. 

XVII. DISCLAIMER 

The authors declare that they received no financial support 

or grants from any public, commercial, or non-profit entities for 

this research. All the views expressed in this work are solely those 

of the authors. 

XVIII. REFERENCES 
 

[1] ABDESSEMED, F.; BENMAHAMMED, K.; MONACELLI, E. A fuzzy-based 

reactive controller for a non-holonomic mobile robot. Robotics and Autonomous 

Systems, v. 47, n. 1, p. 31–46, 2004. DOI: 10.1016/j.robot.2004.02.006. 
 

[2] ADEPT TECHNOLOGY, Inc. Pioneer 3-DX Robot: Operation Manual. 

Livermore: Adept Technology, 2010. 120 p. 

 

[3] AIT SAADI, A.; SOUKANE, A.; MERAIHI, Y.; BENMESSAOUD GABIS, 

A.; MIRJALILI, S.; RAMDANE-CHERIF, A. UAV path planning using 
optimization approaches: A survey. Archives of Computational Methods in 

Engineering, v. 29, n. 6, p. 4233–4284, 2022. DOI: 10.1007/s11831-022-09742-7. 

 
[4] AKKA, K.; KHABER, F. Optimal fuzzy tracking control with obstacles 

avoidance for a mobile robot based on Takagi-Sugeno fuzzy model. Transactions 
of the Institute of Measurement and Control, v. 41, n. 10, p. 2772–2781, 2018. DOI: 

10.1177/0142331218811462. 

 
[5] AL-KHAZRAJI, A.; ZAYTOON, J. Observer-Based indirect adaptive sliding 

mode control design and implementation for a class of nonlinear systems. In: 

NONLINEAR Estimation and Application. New York: Nova Science Publishers, 
2012. P. 229. 

 

[6] AMES, A. D. et al. Control barrier functions: Theory and applications. In: 2019 
18th European Control Conference (ECC). IEEE, 2019. DOI: 

10.23919/ecc.2019.8796030. 

 
[7] BOUTALBI, O.; BENMAHAMMED, K.; BOUKEZATA, B. An adaptive 

finite-time stable control law for manipulator robots with unknown parameters. 

International Journal of Robust and Nonlinear Control, v. 31, n. 11, p. 5218–5243, 
2021. DOI: 10.1002/rnc.5538. 

 

[8] BOUTALBI, O.; BENMAHAMMED, K.; HENNI, K.; BOUKEZATA, B. A 
high-performance control algorithm based on a curvature-dependent decoupled 

planning approach and flatness concepts for non-holonomic mobile robots. 

Intelligent Service Robotics, v. 12, n. 2, p. 181–196, 2019. DOI: 10.1007/s11370-
018-00270-7. 

 

[9]CHOSET, H.; LYNCH, K.; HUTCHINSON, S.; KANTOR, G.; BURGARD, 
W.;KAVRAKI, L.; THRUN, S. Principles of Robot Motion: Theory, Algorithms, 

and Implementations. MIT Press, 2005. 

 
[10] HAIDER, M. H. et al. Robust mobile robot navigation in cluttered 

environments based on hybrid adaptive neuro-fuzzy inference and sensor fusion. 

Journal of King Saud University - Computer and Information Sciences, v. 34, n. 10, 
Part B, p. 9060–9070, 2022. DOI: 10.1016/j.jksuci.2022.08.031. 

 

Page 79



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 73-80, March. / April., 2025. 

 

 

[11] KARNIK, N. N.; MENDEL, J. M.; LIANG, Q. Type-2 fuzzy logic systems. 
IEEE Transactions on Fuzzy Systems, v. 7, n. 6, p. 643–658, 1999. 

[12] KHATIB, O. Real-time obstacle avoidance for manipulators and mobile robots. 

In: Proceedings. 1985 IEEE International Conference on Robotics and Automation, 
v. 2, p. 500–505. Institute of Electrical and Electronics Engineers, 1985. DOI: 

10.1109/robot.1985.1087247. 

 
[13] LAVALLE, S. Planning Algorithms. Cambridge University Press, 2006. 

 

[14] LIU, L.; WANG, X.; YANG, X.; LIU, H.; LI, J.; WANG, P. Path planning 
techniques for mobile robots: Review and prospect. Expert Systems with 

Applications, v. 227, p. 120254, 2023. DOI: 10.1016/j.eswa.2023.120254. 

 
[15] MATHWORKS. Type-2 fuzzy inference systems. Available at: 

https://la.mathworks.com/help/fuzzy/type-2-fuzzy-inference-systems.html. 

Accessed on: Nov. 28, 2024. 
 

[16] MENDEL, J. M. Uncertain Rule-Based Fuzzy Systems: Introduction and New 

Directions. 2nd ed. Springer, 2017. DOI: 10.1007/978-3-319-51370-6. 
 

[17] NGUYEN, T. T. V.; PHUNG, M. D.; TRAN, Q. V. Behavior-based navigation 

of mobile robot in unknown environments using fuzzy logic and multi-objective 
optimization. International Journal of Control and Automation, v. 10, n. 2, p. 349–

364, 2017. DOI: 10.14257/ijca.2017.10.2.29. 

 
[18] OUADAH, N.; OURAK, L.; BOUDJEMA, F. Car-like mobile robot oriented 

positioning by fuzzy controllers. International Journal of Advanced Robotic 

Systems, v. 5, n. 3, p. 25, 2008. DOI: 10.5772/5603. 

Page 80



Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v.11 n.52, p. 81-85. March / April, 2025. 

DOI: https://doi.org/10.5935/jetia.v11i52.1535 

RESEARCH ARTICLE                                                                                                                                             OPEN ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  

DESIGNING A SMART HOME MODEL USING EASYVR AND ARDUINO FOR 

VOICE CONTROL OF DEVICES 

Soufiane Hachani1 

1 Department of Electrotechnical, Faculty of Technological Sciences, University of  Ferhat Abbes, Setif, Algeria. 

1http://orcid.org/ 0009-0000-4817-397X  

Email: hachani.soufiane@univ-setif.dz  

ARTICLE INFO  ABSTRACT 

Article History 

Received: January 06, 2025 

Revised: February 20, 2025 

Accepted: March 15, 2025 

Published: March 31, 2025 

 
 

This paper presents the design and implementation of a smart home model using easyVR 

and Arduino to voice control home appliances, without relying on traditional sensors. The 

system leverages easyVR, a voice recognition module, to process spoken commands, which 

are then interpreted by Arduino to control various smart devices, such as lights, TVs, and 

air conditioners. The proposed system aims to provide an affordable and efficient solution 

for home automation, offering a user-friendly, hands-free interface for users. The paper 

identifies the hardware and software components of the system, including the integration of 

easyVR with Arduino, and addresses the challenges of implementing accurate voice 

recognition in a real-world environment. A prototype is developed to demonstrate the 

functionality and effectiveness of the voice control system. The results show that the system 

responds reliably to voice commands, providing a seamless smart home experience. This 

paper demonstrates the potential of easyVR and Arduino in creating scalable and cost-

effective voice-controlled smart homes. 
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I. INTRODUCTION 
 

Smart homes have rapidly become one of the most 

influential technological innovations, providing users with 

enhanced comfort, energy efficiency, and increased automation in 

their living spaces. With the rise of the Internet of Things (IoT) and 

the integration of artificial intelligence, the concept of smart homes 

has evolved, enabling seamless control of household devices such 

as lights, security systems, and thermostats. 

In this context, voice control has become essential in the 

development of smart home systems, offering a more intuitive and 

user-friendly method for interaction. Technologies like easyVR 

and Arduino have significantly contributed to this evolution, 

providing low-cost, customizable solutions for voice-controlled 

smart home applications [1] [2]. 

The integration of voice recognition systems like easyVR 

with microcontroller platforms such as Arduino allows users to 

control a wide range of smart devices simply by issuing voice 

commands. This approach not only enhances the user experience 

but also makes smart homes more accessible and affordable. 

Recent advancements in voice recognition technology have 

improved the accuracy and efficiency of recognizing spoken 

commands, which is vital for the effective operation of smart home 

systems [3] [4]. Additionally, platforms like Arduino offer great 

flexibility, allowing users to design and implement custom 

solutions tailored to their specific needs and preferences [5] [6]. 

Voice-controlled automation systems have been 

increasingly integrated into everyday life, providing a more hands-

free and efficient way to manage home environments. Using 

speech as an interface to control devices, such as lights, fans, and 

home security systems, enhances both the convenience and 

functionality of smart homes, and opens up possibilities for even 

greater automation and interactivity [7] [8]. 

By removing the need for manual inputs or mobile apps, 

voice commands offer a direct, natural, and intuitive way for users 

to interact with their environment, contributing to the growing 

appeal of smart homes among consumers [9] [10]. 

Moreover, the affordability of Arduino and easyVR 

systems has lowered the cost barrier, enabling the development of 

smart home models that are not only advanced but also 

economically viable for a broader range of users. This cost-

effectiveness, combined with the flexibility for customization, 

positions these platforms as ideal tools for prototyping and 

experimenting with voice-controlled smart home systems [11] 
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[12]. As demand for smart home technology continues to grow, 

integrating voice recognition capabilities within Arduino-based 

solutions could provide users with a more accessible, user-friendly, 

and cost-effective approach to home automation [13] [14]. 

In this paper, we explore how combining easyVR and 

Arduino can be used to design a functional and efficient smart 

home model, entirely controlled by voice commands. The objective 

is to demonstrate how these technologies can simplify the 

management of home environments while maintaining 

affordability and accessibility for users [15] [16]. With the ongoing 

development of voice recognition systems and affordable hardware 

solutions, this approach could represent a significant step toward 

more advanced, interactive, and user-friendly smart homes [17] 

[18]. 

 

II. GENERAL MODEL OF THE SYSTEM USED 

In this paper, the same smart home model that was 

presented in a previous article was used, which was based on 

control via sensors, but in this study the ability to control voice 

using easyVR and Arduino was added, which enhances the 

interaction with the smart home in a new way. 

The diagram in (Fig.1) shows the general model that was 

used in this paper. As a basic point, we created a system that allows 

each element to be controlled by voice control. 

To understand the diagram, you should know the 

following: 

A 10V battery is used to power the lights, TV and air 

conditioner. 

As for the use of a relay, it is very necessary because the 

Arduino voltage at the outputs is 5V, which closes the relay to 

allow a higher voltage of 10V to pass to the element that needs to 

be powered. 

 

 
Figure 1: General model of the system used 

Source: Authors (2025) 

 

 

III. CONNECTING EASYVRA TO RDUINO  

EasyVR is a voice recognition module that enables 

Arduino to recognize and process voice commands. The module 

works by capturing sound input through a microphone, then 

processing the speech signals to identify predefined voice 

commands. These commands are stored in the EasyVR module, 

which is programmed using a computer and a special software 

called EasyVR Commander. 

When a voice command is spoken into the microphone, 

the EasyVR module processes the sound and matches it with the 

stored command. It then sends the corresponding signal to the 

Arduino. The Arduino board, based on the received signal, 

executes specific tasks, such as turning on or off a device like a 

light or fan, controlling a motor, or activating a relay. 

This combination of EasyVR and Arduino allows for 

hands-free control of various devices, making it a powerful 

solution for building smart systems. 

To integrate the ARDUINO module with an EasyVR 

voice control microcontroller, proper connections and setup are 

essential. The easyVR module is designed to recognize and process 

voice commands, allowing users to control various devices in a 

smart home system through speech (Fig.2). To connect easyVR to 

Arduino, the module is typically connected via a serial 

communication interface.    

The TX (transmit) pin of easyVR is connected to the RX 

(receive) pin of Arduino, and the RX (receive) pin of easyVR is 

connected to the TX (transmit) pin of Arduino. Additionally, the 

GND pin of easyVR is connected to the Arduino ground, and the 

VCC pin is connected to the Arduino’s 5V pin, providing the 

necessary power to the module. After ensuring the proper physical 

connections, the next step is to upload the appropriate code to the 

Arduino to establish communication with easyVR and enable voice 

recognition. The easyVR module stores pre-configured voice 

commands that can trigger specific actions on connected devices, 

such as turning lights on or off. This seamless integration enables 

the creation of a voice-controlled smart home system, enhancing 

user experience and automation. 

 

 
Figure 2: Connection of (ARDUINO and EasyVR) 

Source: Authors (2025) 

 

IV. ARDUINO AUTO MODE WIRING 
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In this system, a set of devices, such as indoor lights, 

television, and air conditioner, are connected to be controlled by 

voice commands using the EasyVR module. In AUTO mode, voice 

commands are used to turn on or off any of the home appliances 

included in the program. These devices are connected to the analog 

or digital inputs on the Arduino board, while control components, 

such as relays, are connected to the digital outputs, enabling the 

necessary voltage to be supplied to operate these appliances. 

The connections are organized in (Fig.3). The microphone 

captures the voice command, which is processed by the EasyVR 

module. The processed information is then sent to the Arduino, 

where the corresponding command is executed based on the pre-

programmed instructions. This setup allows for automatic and 

efficient control of the electrical devices, providing comfort and 

energy efficiency through voice interaction with the smart system. 

 

 
Figure 3 : ARDUINO system AUTO Mode wiring. 

Source : Authors (2025) 

V. ARDUINO-EASYVR VOICE CONTROL SYSTEM 

DIAGRAM 

The diagram below (Fig.4) demonstrates the voice control 

system using Arduino and EasyVR. In this setup, the EasyVR 

module is responsible for processing voice commands received 

through the microphone. When specific commands are spoken, the 

system triggers the corresponding actions via Arduino. 

 

"TIVI" command turns on the television. 

"OFTIVI" command turns off the television. 

"CLIM" command turns on the air conditioner. 

"OFCLIM" command turns off the air conditioner. 

"ONE" command turns on light 1, while "TOW" turns it off. 

"THREE" command turns on light 2, while "FOUR" turns it off. 

The Arduino processes these commands and controls the 

connected devices, such as relays for the television, air conditioner, 

and lights, to automate actions based on voice instructions. 

 

 
Figure 4: Voice Control system diagram using Arduino and 

EasyVR 

Source: Authors(2025) 

 

VI. ADVICE 

It is important to be cautious when placing the shield onto the 

Arduino board. Ensure that the USB connector on the board is 

properly insulated. The connection pins on the shield are quite 

short, and pressing down on them could lead to a real risk of a short 

circuit at the shield level. Always handle the components with care 

to avoid damaging the board or causing electrical issues. 

To connect the ARDUINO to the computer, you must put the 

EasyVR shield in PC mode (Fig.5). 

 

 
Figure 5: Mode PC « easyVR shield ». 

Source: Authors (2025). 

To run the program we change the EasyVR shield mode to 

“SW” mode (Fig.6). 
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Figure 6: The SW mode does shield EasyVR. 

Source: Authors(2025). 

 

We put the TV, Air Conditioner, Lamp 1 and Lamp 2 

actuators in AUTO modes (Figure.7). 

 

 
Figure 7: AUTO mode “TV, Air conditioner, Lamp1 and 

Lamp2”. 

Source : Authors(2025) 

VII. RESULTS AND DISCUTIONS 

The results obtained from the smart home project (Fig.8) 

demonstrate the successful implementation and operation of the 

voice control system for managing lights, television, and air 

conditioning. Each component performed as expected, validating 

the effectiveness of the proposed approach. The EasyVR module 

accurately recognized voice commands, enabling smooth and 

reliable control of the connected devices. 

The television responded promptly to the voice command 

"TIVI" to turn on and "OFTIVI" to turn off, demonstrating the 

system's precision in controlling entertainment devices. Similarly, 

the air conditioner was efficiently controlled by the "CLIM" and 

"OFCLIM" commands, providing seamless adjustment of the 

room's temperature without any delays. 

The lighting system also performed well with the voice 

commands "ONE" and "TOW" to control light 1, and "THREE" 

and "FOUR" to manage light 2. The lights turned on and off as 

expected, ensuring easy and convenient control of the home 

environment. 

 

These results highlight the effectiveness of combining 

voice recognition with Arduino, confirming the system's reliability 

and suitability for real-world home automation applications. The 

successful integration of EasyVR for voice commands provides a 

robust platform for smart home systems, enhancing user 

convenience and energy efficiency. This success also lays a strong 

foundation for future improvements and additional features in 

home automation systems. 

 

 
Figure 8 : System results. 

Sourace : Authors (2025). 

VIII. CONCLUSIONS 

In conclusion, the successful implementation of the voice-

controlled smart home system using Arduino and EasyVR 

demonstrates the potential of voice recognition technology in 

enhancing home automation. The system effectively managed 

devices such as lights, television, and air conditioning, providing 

an intuitive and efficient way to control household appliances. The 

results validated the feasibility of integrating voice commands with 

microcontroller platforms like Arduino, highlighting their 

suitability for real-world applications. 

This project not only showcases the effectiveness of 

combining hardware and software solutions for smart homes but 

also emphasizes the importance of user-friendly interfaces for 

everyday technology. The success of this prototype lays the 

groundwork for further advancements in smart home systems, with 

possibilities for integrating more devices and improving energy 

efficiency. As voice control continues to evolve, this approach has 

the potential to transform the way we interact with our homes, 

offering greater convenience, accessibility, and automation. 
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The increasing demand for fast-charging batteries presents challenges related to charging 

speed and battery lifespan. This study compares the performance of lithium-ion and solid-

state batteries under varying charging currents. At a charging current of 50 A, lithium-ion 

batteries require approximately 140 seconds to charge fully, while solid-state batteries 

achieve the same in about 130 seconds. However, at higher currents (300 A), lithium-ion 

batteries significantly reduce charging time to 20 seconds, while solid-state batteries charge 

in 18 seconds. Despite this, high current charging accelerates battery degradation. Lithium-

ion batteries, for example, have a lifespan of about 1,200 cycles at 50 A, which decreases 

drastically to near 0 cycles at 300 A. In contrast, solid-state batteries maintain a higher cycle 

life, reducing from 1,000 cycles at 50 A to around 100 cycles at 300 A. Solid-state batteries 

exhibit superior performance, particularly in high-current conditions, with 600 cycles at 150 

A, compared to only 200 cycles for lithium-ion. The results highlight a trade-off between 

charging speed and battery life, with faster charging achieved at the expense of battery 

longevity, especially for lithium-ion. Solid-state technology provides a more balanced 

solution, offering faster charging times and better longevity, making it suitable for high-

power applications. 

Keywords: 

Fast Chargin, 

Charging Current, 

Battery Lifetime, 

Baterai Solid-State,  

Lithium-Ion. 
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I. INTRODUCTION 

Vehicle-to-Grid (V2G) technology enables a bidirectional 

flow of energy between electric vehicles (EVs) and the grid, 

offering a range of benefits and challenges [1]. V2G can provide 

additional services such as voltage and frequency control, reactive 

power support, and load balancing [2]. This technology facilitates 

the integration of renewable energy sources and supports smart grid 

applications [3]. However, uncoordinated EV charging can 

negatively impact the power system, requiring optimized 

coordination [3]. V2G implementations face challenges including 

battery degradation, infrastructure modifications, and high 

investment costs [4], [5]. Despite these barriers, V2G offers 

potential benefits for EV owners and network operators, such as 

improved network efficiency, reliability, and demand-side 

management [5]. As EV adoption increases, V2G technology is 

expected to play a crucial role in future smart grid systems [2]. 

The development of faster, more rechargeable and more 

durable batteries is a priority in driving the adoption of electric 

vehicles (EVs). Lithium-ion batteries, which have become the 

standard for EVs, face some limitations, especially on fast charging 

efficiency and cycle life. Fast charging on Li-ion often leads to 

"lithium plating" and overheating which shortens the life of the 

battery and reduces its capacity over time. However, solutions such 

as active thermal modifications have shown significant 

improvements in charging times to just 15 minutes, while keeping 

cycle life adequate (±500 cycles) as per the U.S. Department of 

Energy (DOE) target [6]. In contrast, solid-state battery technology 

offers advantages such as higher safety, greater energy density, and 

much faster charging potential with longer cycle life. Research at 

Harvard, for example, has shown that solid-state designs with 

lithium-metal anodes can achieve up to 10,000 fill cycles with a fill 

time of just a few minutes. This technology also addresses the 

growth of dendrites that are usually a problem in other solid-state 

batteries, thus providing better material stability [6]. 

A direct comparison between these two technologies shows 

that solid-state can be a superior solution in terms of charging speed 

and endurance, but it still faces challenges in terms of production 
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scale and cost. Lithium-ion remains superior in widespread 

adoption due to its lower cost and mature technology, but 

innovations in fast-charging modifications continue to make it 

competitive in the Market [6-8].  

 

II. THEORETICAL REFERENCE 

Vehicle-to-Grid (V2G) is an innovative technology that 

allows Electric Vehicles (EVs) to not only receive power from the 

grid through fast charging but also return power to the grid when 

needed. Thus, electric vehicles function as a two-way power source 

[9]. When electricity demand is low and supply is excessive (e.g., 

at night), electric vehicles can be charged using fast charging to 

shorten charging times. In times of high electricity demand or a 

power shortage on the grid (for example, during daylight hours or 

peak hours), the energy stored in the electric vehicle battery can be 

returned to the grid. This helps stabilize the power grid. V2G 

technology relies on a two-way communication system between 

EVs, charging stations, and power grids. This allows  for automatic 

and real-time management of power flow. 

Fast charging allows charging in a short time, making the 

vehicle ready for use or providing power to the grid in a faster time. 

With shorter charging times, vehicles can more quickly contribute 

to grid stabilization. V2G technology helps maximize investment 

in fast charging infrastructure as charging and power return can be 

regulated more efficiently. The use of bidirectional batteries via 

V2G can accelerate battery degradation, especially if fast charging 

is used repeatedly. Therefore, it is necessary to pay attention to the 

impact of battery degradation. 

Discussions related to fast charging and lifespan 

performance of lithium-ion (Li-ion) and solid-state (SSB) batteries 

include several important aspects of battery design, materials, and 

limitations.  

1. Solid-State Battery Advantages: 

Solid electrolytes (often ceramic-based) in SSBs can 

physically block lithium dendrites, which are a major cause of short 

circuits in liquid-electrolyte batteries. This allows for potentially 

safer and faster charging systems compared to traditional Li-ion 

batteries [10]. he non-flammable nature of solid electrolytes and 

their high ionic conductivity offer promising advantages for 

electric vehicles and other applications requiring fast charging [11] 

[12]. 

2. Challenges in Fast Charging: 

Fast charging introduces mechanical stress and nanoscale 

defects in solid electrolytes. These stresses can create microcracks 

and fissures, allowing lithium ions to intrude and potentially short-

circuit the battery. Such defects arise from high current densities 

and uneven pressure across the electrolyte surface during charging 

[11], [12]. In Li-ion batteries, higher charging currents increase the 

risk of side reactions like lithium plating, leading to reduced cycle 

life and thermal runaway risks [10], [11]. 

3. Battery Lifetime Considerations: 

The lifetime of Li-ion batteries decreases significantly with 

higher charging currents due to the degradation of the liquid 

electrolyte and electrode materials. In contrast, SSBs are designed 

to mitigate such issues but face challenges related to the stability 

of solid electrolyte interfaces [10], [7]. The improvement of 

interfacial compatibility between electrodes and solid electrolytes 

is crucial for extending the cycle life of SSBs during high-rate 

charging [7], [12]. 

4. Design and Material Innovations: 

Researchers are investigating strategies to reinforce solid 

electrolytes by coating their surfaces or using additives to heal 

cracks during operation [11], [12]. Advances in materials science, 

such as the development of highly conductive solid-state 

electrolytes and optimized electrode designs, are key to 

overcoming the performance trade-offs seen in fast-charging 

batteries [11], [12]. 

These theories and insights help to explain the performance 

trends seen in the graph you provided, where charging times 

decrease with higher currents, but the lifetime of batteries, 

especially Li-ion ones, diminishes significantly. Innovations in 

SSBs aim to address these trade-offs by enabling both faster 

charging and longer lifespans [11], [12]. This paper presents a 

novel design for a photovoltaic (PV) powered electric vehicle (EV) 

charging system. The core of the system is a modified single ended 

primary inductance converter, chosen for its high efficiency, 

reduced switch voltage stress, and ample operating range for 

maximum power point tracking (MPPT). This study details the 

redesigned SEPIC converter architecture, including with and 

without the MPPT algorithm. Additionally, it presents an 

optimized parameter selection, design methodology, and 

simulation technique for analysing the converter's performance in 

EV charging applications. The simulation results demonstrate that 

under identical simulated conditions (10 seconds), the battery SoC 

increases from 50% to 50.034% without MPPT and to 50.042% 

with MPPT, highlighting the effectiveness of the MPPT algorithms 

in maximizing harvested solar energy [13]. 

Many battery applications target fast charging to achieve an 

80 % rise in state of charge (SOC) in < 15 min. However, in the 

case of all-solid-state batteries (SSBs), they typically take several 

hours to reach 80 % SOC while retaining a high specific energy of 

400 Wh [14]. In another study, multi-type fast charging stations are 

expanding across Europe as electric vehicle (EV) adoption rises, 

but diverse weather conditions pose challenges. This study 

evaluates fast charging (up to 50 kW) at ambient (25°C) and 

extreme temperatures (−25°C, −15°C, +40°C) using seven 

chargers and two EVs (CCS, CHAdeMO). Power conversion 

efficiency, calculated per SAE J2894/1, shows significant 

performance variations: efficiency drops at extreme temperatures 

due to reduced power demand. Results reveal efficiencies ranging 

from 39% at −25°C to 93% at 25°C, highlighting the impact of 

temperature on fast charging performance [15]. Power systems are 

run by combining different energy producers while the demand 

serves as the system’s energy user and covers all of the non-flexible 

and flexible loads, including electric vehicles (EVs). This study 

investigated the trip pattern impact of EVs, utilizing the Orca 

Algorithm (OA), in optimizing power production, applied to the 

IEEE-62 bus system as a model [16]. Orca Algorithm is used in 

this work to solve the UC problem with the IEEE-62 bus system as 

the model, where loads are linked with flexible loads where the 

flexible load in this study is determined by the driving habits of an 

electric vehicle (EV) [17]. This paper reviewed the linkage 

between the latest research contributions, issues associated with 

TSCC and SSC techniques, and the performance evaluation of the 

techniques, and subsequently identified the research gaps and 

proposed SSC control with SOC consideration for further research 

studies. TSCC methods deploy current or voltage control for 

controlling EVs’ SOC battery charging through proportional-

integral (PI), proportional-resonant (PR), deadbeat or proportional-

integral-derivative (PID) controllers, but these are relegated by 

high current harmonics, frequency fluctuation and switching losses 

due to transient switching [18]. During 24 hour operations, the 

model that is often used is Dynamic Economic Operation (DEO) 

which takes into account changes in load demand over a 24 hour 

seven day period. This study uses the IEEE-62 bus system as a 

Page 87



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 86-91, March. / April., 2025. 

 

 

model, which is optimized using the Orca Algorithm. The load 

flexibility pattern is based on the effect of charging integration for 

Electric Vehicles (EV) [19]. 

 

III. METHODOLOGY 

In this article, the method used in this study is qualitative 

and models based on existing data, modeling using Python 

software with modeling parameters to measure charging time and 

evaluating battery life by taking into account the variation of 

charging current. Here are the steps taken: 

1. Charging Time Testing: 

Lithium-ion and solid-state batteries are recharged using 

varying levels of charging current (from 50 A to 300 A). The time 

it takes to reach full capacity (or to a certain extent, such as 80% 

State of Charge) is measured for each technology. 

2. Cycle Life Evaluation: 

The battery charge-discharge cycle is carried out until the 

capacity degradation reaches a certain limit (e.g., 80% of the initial 

capacity). Cycle life data is collected for each charge current level, 

noting the effect of large currents on battery performance 

degradation. 

3. Comparative Testing: 

Measurement results are compared for both types of 

batteries, focusing on: The relationship between the charging 

current and charging time. 

The modeling in this study was carried out by using python 

software on Lithium-ion and Solid-state battery types  to see the 

extent of fast charging performance and battery life to the variation 

of charging current. To examine the effect of electric vehicle 

batteries during charging with V2G, where voltage and current rise, 

we can use a mathematical model. This model considers the 

relationship between voltage, current, charging time, and its effect 

on battery life. 

 

1. Relationship of Voltage, Current, and Power 

The basic equation is Ohm's law and electrical power: 

 

P = V. I         (1) 
 

Where: 

P: Charging power (W) 

V: Charging voltage (V) 

I: Charging current (A) 

With V = 20 kV during fast charging, the current (I) also increases 

according to the power requirement (P). 

 

2. Charging Time 

The tc charging time can be determined by dividing the stored 

energy by the charging power: 

 

𝑡𝑐 =
𝐸

𝑃
=

𝑄.𝑉𝑏𝑎𝑡𝑡

𝑉.𝐼
           (2) 

 

Where: 

E: Total energy stored in the battery (Joules) 

Q: Battery capacity (Coulomb or Ah) 

Vbatt: Nominal voltage of the battery (V) 

 

High voltage (V) and high current (I) will lower tc, so charging 

takes place faster. 

 

3. Battery Lifetime 

The lifetime of the battery is affected by the high charging current 

and charging cycle frequency. The degradation rate can be 

calculated by: 

𝐷 = 𝑘. 𝐼∝. 𝑒
𝑇

𝑇𝑜         (3) 

  

Where: 

D: Battery degradation per cycle 

k: Battery material constant 

I: Charging current (A) 

α: Exponential current sensitivity to degradation 

T: Battery temperature (K) 

To : Reference temperature (K) 

 

The total lifetime of a battery is the opposite of accumulated 

degradation: 

    

𝐿
1

∑ 𝐷
                    (4) 

 

From the available data, the modeling is then continued by 

combining a high voltage paremeter (V=20 kV) causing a high 

current I, so that tc decreases. However, a high I increases D, 

accelerates degradation, and decreases L. Balance between tc and 

L is key to fast charging with V2G. Optimization is carried out by 

choosing the ideal combination of V, I, and T to maintain battery 

life. 

 

IV. RESULTS AND DISCUSSIONS 

IV. 1 FAST CHARGING MODEL SIMULATION 

In Fast Charging conditions, it is necessary to know the 

charging time of the battery with various charging currents to 

achieve a full charge in a shorter duration. Charging Current is a 

variable that is tested to see the effect of charging current on 

charging time and battery life.   Battery LifeRepresentation of the 

number of charge-discharge cycles before the battery capacity 

drops to an unacceptable level. The fast charging model for electric 

vehicles often refers to a charging strategy with two main stages: 

1. Constant Current Charging (CC) Phase: At this stage, the 

charging current is kept at the maximum value (10 A in this case) 

until the battery voltage is close to the maximum limit. 

2. Constant Voltage Charging (CV) Stage: After the battery 

voltage reaches its maximum value, the charging current gradually 

decreases to prevent battery damage, until the battery is fully 

charged. 

Previously, it was necessary to conduct simulations to 

determine fast charging conditions using a constant current (CC) 

and constant voltage (CV) approach, taking into account time (CT) 

to regulate the charging speed. At constant current (CC), the 

charging process occurs at a constant current until a certain voltage 

is reached.  Where the constant voltage (CV) after reaching the 

maximum voltage, with charging at a constant voltage and the 

current decreasing gradually, the charging time required is less 

without damaging the battery. The simulation results can be seen 

in the graph figure 1. 
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Figure 1: Fast charging profile. 

Source: Authors, (2025) 

 

Based on the simulation results in Figure 1, the graph shows 

the CC-CV charging profile. The blue line shows the constant 

current (CC) phase, where the current remains stable until the 

battery reaches Vmax. The orange curve shows the constant 

voltage (CV) phase, where the current gradually decreases as the 

battery is nearly fully charged. 

 

The dashed red line marks the transition point from CC to 

CV phase. This model helps visualize the effect of fast charging on 

current flow over time. The calculated charging time for this fast 

charging model is obtained as Constant Current (CC) Phase Time: 

2.1 seconds, Constant Voltage (CV) Phase Time: 1844.44 seconds, 

Total Charging Time: 1846.54 seconds (about 30.78 minutes). 

 

To optimize charging in the context of fast charging vs. 

normal charging, the model considers two main goals that often 

conflict: 

1. Minimization of Charging Time (tc). Reduce charging 

time to improve user comfort. 

2. Max. Battery Lifetime (L). Reduce battery degradation to 

extend its lifespan. 

To see the comparison of charging electric vehicles in fast 

charging conditions with normal charging, a simulation was carried 

out where the voltage value during fast charging V = 20000 (20 kV 

in V), Q value = 100 Battery capacity in Ah, and V_batt = 400 

Nominal battery voltage (V). Simulations were carried out to see 

how much current was allowed and how long it took to charge. The 

simulation results with phyton are obtained in fast and normal 

charging conditions, graphically shown in Figure 2. 

 

 
Figure 2: Fast and Normal charging. 

Source: Authors, (2025). 

Based on the graph in Figure 2, a comparison of charging 

time and battery life for two different charging methods is 

obtained: fast charging and normal charging. Charging Time vs. 

Charging Current. The blue curve represents the charging time for 

fast charging, which decreases significantly as the charging current 

increases. For example, at low charging currents (near 0 A), the 

charging time is very long (close to 1 million seconds), while at 

higher currents (around 300 A), the time drastically drops to nearly 

0.2 seconds. In contrast, the normal charging time (dashed blue 

curve) decreases more gradually, indicating that normal charging 

takes significantly longer, even at higher charging currents. This 

shows that normal charging is less sensitive to changes in charging 

current compared to fast charging. 

 Battery Lifetime vs. Charging Current. The red curve 

represents the battery lifetime for fast charging. As the charging 

current increases, the battery lifetime decreases. At low charging 

currents (50 A), the battery has a higher lifetime (around 2,500 

cycles), but as the current increases (up to 300 A), the lifetime 

sharply drops to around 500 cycles. This is indicative of how faster 

charging can lead to faster battery degradation due to higher heat 

generation and stress on the battery. The normal charging lifetime 

(dashed red curve) is more stable, showing a much slower 

reduction in battery lifetime. At higher currents (e.g., 300 A), the 

lifetime only slightly decreases, reflecting the fact that normal 

charging places less strain on the battery. This analysis highlights 

the trade-off between fast charging and battery longevity, 

suggesting that high current charging (fast charging) can 

significantly reduce battery lifespan, while normal charging offers 

a better balance of performance and longevity. 

After getting a comparison of fast and normal conditions, it 

is next to see how the optimal current affects the charging and 

degradation time. The simulation is carried out by expanding to a 

more optimal multiobjective optimization. Conditioned if it 

charges faster without damaging the battery. The simulation results 

are obtained graphically shown in figure 3. 

 

 
Figure 3: Effect of optimization on battery degradation. 

Source: Authors, (2025) 

 

From the simulation results obtained in figure 3. The graph 

displays: The graph displays Charging Time (blue curve): 

Decreases with increasing current. Battery Lifetime (red curve): 

Decreases sharply as current increases. The optimal solution 

maximizes charging speed while balancing battery health. The 

trade-off suggests that extreme fast charging significantly reduces 

battery lifetime, requiring careful design of charging profiles. 

Charging Time (blue curve): Decreases with increasing current. 

Battery Lifetime (red curve): Decreases sharply as current 

increases. The optimization results indicate the following: 

 Optimal Current (I): 300.0A 
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 Charging Time (tc): 24.0seconds 

 Battery Lifetime (L): 18.49cycles 

 

IV. 2 THE EFFECT OF FAST CHARGING ON 

BATTERIES 

After obtaining the optimal values on the current, time and 

life of the battery, it is then necessary to compare lithium-ion 

batteries with solid-state batteries in the context of fast charging by 

considering several important aspects, such as: 

1. Charging characteristics. Lithium-ion batteries have a lower 

charge current limit than solid-state batteries. Solid-state batteries 

are more thermally stable, so they can handle higher charging 

currents. 

2. Battery degradation. Lithium-ion is more susceptible to 

degradation due to the growth of the SEI (Solid Electrolyte 

Interphase) layer. Solid-state has lower degradation because the 

electrolyte is dense and more stable. 

3. Lifetime.Solid-state typically has a longer lifetime in fast-

charging conditions.  

Fast charging technology allows batteries, particularly in 

electric vehicles, to charge at much higher rates, reducing overall 

charging time significantly. However, this convenience comes with 

notable trade-offs related to battery health, performance, and 

lifespan. Fast charging subjects batteries to higher currents, which 

results in: Increased heat generation: High current during charging 

causes significant heat buildup. Elevated temperatures can 

accelerate chemical reactions within the battery, leading to thermal 

stress and faster material degradation 

The modeling was carried out to see the implications on the 

fast charging conditions of the two types of batteries, the simulation 

results were obtained as shown in Figure 4. 

 

 
Figure 4: Comparison of fast charging performance 

Source: Authors, (2025). 

 

The results obtained are based on Figure 4. The graph 

compares the performance of lithium-ion and solid-state batteries 

during fast charging. Charging Time (blue), Lithium-ion and solid-

state batteries have similar charging times, as both depend mainly 

on the charging current. Battery Life (red), Lithium-ion batteries 

experience a sharper decrease in life as the charging current 

increases. Solid-state batteries show much better life retention at 

higher charging currents due to their stable solid electrolyte. 

Judging from the charging time, Solid-State is more 

efficient (faster) compared to Li-Ion at higher currents, indicated 

by a solid red line that is lower than the solid blue line. At current 

I=300A, the charging time is close to the minimum value (about 

20-30 seconds).  Meanwhile, in terms of battery life: Lithium-Ion 

experiences faster degradation of life as the charging current 

increases, as seen from the dotted blue line that is close to 0 at 

I→300A. Solid-State is more durable at high currents, with battery 

life still significantly higher than Li-Ion. 

Mathematically, it can be said that the charging time (T) is 

inversely proportional to the charging current (I).  Battery life (L) 

shows a significant decrease as the current increases, with Lithium-

Ion decreasing more drastically than Solid-State. Solid-State 

batteries excel in both charging time efficiency and battery life 

endurance at high currents. 

The results of the simulation are reinforced by the 

regression results showing that the mathematical model for the 

charging time (T) as a function of the charging current (I) is: 

 

𝑇 =
689.07 

𝐼
+ 75.27                                (5) 

 

Interpretation: 

 Parameter a=689.07: Indicates the main contribution of 

the current inverse component (1/I) to the charging time. 

 Parameter b=75.27: Indicates a relatively constant 

minimum charging time component. 

 

Large voltages in electric vehicle charging systems, in this 

case V2G systems, can affect EV battery life through several 

mechanisms: 

1. Battery Degradation Due to High Voltage: Charging or 

discharging at high voltages can accelerate the chemical 

degradation of the battery, leading to a faster decrease in capacity 

and reduced lifespan. This happens because high voltages can 

increase the risk of lithium plating formation on the anode of the 

lithium-ion battery. 

2. Recharge Cycle Effect: Frequent use of V2G requires the 

battery to go through many charge and discharge cycles, which will 

accelerate the chemical degradation of the battery. 

3. Operating Temperature: Higher voltages generate greater 

current, and this can increase the temperature of the battery, 

accelerating cell wear and tear if the cooling system is not optimal. 

By optimizing the voltage and current in the V2G system, we can 

reduce the rate of battery degradation and extend the battery life of 

electric vehicles. 

 

V. CONCLUSION 

Based on the research that has been done on lithium-ion 

batteries and solid-state types, it can be concluded. In both types of 

batteries, the charging time is significantly reduced with increasing 

charging current. At a current of 50 A, the charging time for 

lithium-ion batteries reaches about 140 seconds, while solid-state 

requires a slightly shorter time, about 130 seconds. At a current of 

300 A, the charging time for lithium-ion drops to about 20 seconds, 

while solid-state remains marginally faster at 18 seconds. 

Battery life degradation at high currents, Battery life, 

measured in cycles, shows faster degradation at high charging 

currents. Lithium-ion batteries, for example, have a life of about 

1,200 cycles at low currents (50 A), but drop dramatically to almost 

0 cycles at 300 A. In contrast, solid-state batteries show better 

performance, starting at 1,000 cycles at 50 A and only dropping to 

about 100 cycles at 300 

Battery resistance to fast charging, solid-state has the 

advantage of maintaining battery life at high currents compared to 

lithium-ion. At 150 A current, lithium-ion has a life of only about 

200 cycles, while solid-state still reaches about 600 cycles, 

showing much better resistance to degradation. Charging time and 

battery life show a trade-off between charging time and battery life. 
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Increasing the charging current does reduce the charging time to 

about 10 times faster (from 140 seconds to 20 seconds for lithium-

ion), but at the expense of battery life, especially for lithium-ion 

which almost loses its cycles at high currents. Solid-state provides 

a more balanced solution by maintaining a longer battery life at 

high currents. 

 Lithium-ion: Offers good charging performance but 

degrades faster under high current. Solid-state: Supports faster 

charging with less degradation, making it more suitable for high-

power applications. 

 

VI. AUTHOR’S CONTRIBUTION 

Conceptualization: Samsurizal and Arif Nur Afandi. 

Investigation: Samsurizal. 

Discussion of results: Samsurizal, Arif Nur Afandi and Mohamad 

Rodhi Faiz 

Methodology: Samsurizal, Arif Nur Afandi. 

Writing – Original Draft: Samsurizal, and Arif Nur Afandi. 

Writing – Review and Editing: Samsurizal, Arif Nur Afandi. 
Mohamad Rodhi Faiz 

Supervision: Arif Nur Afandi and Mohamad Rodhi Faiz 

Approval of the final text: Samsurizal and Arif Nur Afandi. 

 

VII. ACKNOWLEDGMENTS 

We thank the promoters for their support in realizing this 

article. This research is part of the doctoral program in the electrical 

engineering and informatics study program at the State University 

of Malang. All authors contributed to the research and writing of 

this article with the authority and approval to submit the 

manuscript. 

 

VIII. REFERENCES 

[1] S. Tirunagari, M. Gu and L. Meegahapola, "Reaping the Benefits of Smart 

Electric Vehicle Charging and Vehicle-to-Grid Technologies: Regulatory, Policy 

and Technical Aspects," in IEEE Access, vol. 10, pp. 114657-114672, 2022, 
https://doi.org/10.1109/ACCESS.2022.3217525   

 
[2] Hossain, S., Rokonuzzaman, M., Rahman, K. S., Habib, A. K. M. A., Tan, W. 

-S., Mahmud, M., Chowdhury, S., & Channumsin, S. Grid-Vehicle-Grid (G2V2G) 

Efficient Power Transmission: An Overview of Concept, Operations, Benefits, 
Concerns, and Future Challenges. Sustainability, 15(7), 2023.  5782. 

https://doi.org/10.3390/su15075782 

 
[3] Shariff, S. M., Alam, M. S., Ahmad, F., Rafat, Y., Asghar, M. S. J., & Khan, S. 

System design and realization of a solar-powered electric vehicle charging station. 

IEEE Systems Journal, 14(2), 2019,  2748-2758. 

https://doi.org/10.1109/JSYST.2019.2931880  

 

[4] Saini, S., Thakur, T., & Kirar, M. A Review of Electric Vehicles Charging 
Topologies, its Impacts and Smart Grid Operation with V2G Technology. In 

Proceedings of the International Conference on Advances in Electronics, Electrical 

& Computational Intelligence (ICAEEC), 2019, April.  
https://dx.doi.org/10.2139/ssrn.3575388  

 

[5] Kumar, V., Teja, V. R., Singh, M., & Mishra, S. PV based off-grid charging 
station for electric vehicle. IFAC-PapersOnLine, 52(4), 2019,  276-

281.https://doi.org/10.1016/j.ifacol.2019.08.211  

 
[6] Couto, L. D., Romagnoli, R., Park, S., Zhang, D., Moura, S. J., Kinnaert, M., 

& Garone, E. Faster and healthier charging of lithium-ion batteries via constrained 

feedback control. IEEE Transactions on Control Systems Technology, 30(5), 2021.  
1990-2001. https://doi.org/10.1109/TCST.2021.3135149  

 

[7] Drollette Jr, D. Charging ahead: Steven Chu, Nobel Prize-winner and former 
energy secretary, on today’s battery research—and more. Bulletin of the Atomic 

Scientists, 79(6), 2023, 366-371. https://doi.org/10.1080/00963402.2023.2266938  

 

[8] Thomas, F., Mahdi, L., Lemaire, J., & Santos, D. M. Technological advances 
and market developments of solid-state batteries: a review. Materials, 17(1), 239, 

2024. https://doi.org/10.3390/ma17010239 

 
[9] A. M. Eltamaly, Optimal Dispatch Strategy for Electric Vehicles in V2G 

Applications, Smart Cities, vol. 6, no. 6, 2023, p. 3161–

3191.https://doi.org/10.3390/smartcities6060141  
 

[10] Ahmad, N., Fan, C., Faheem, M., Liang, X., Xiao, Y., Cao, X., and Yang, W. 

Key challenges and advancements toward fast-charging all-solid-state lithium 
batteries. Green Chemistry, 26(18), 2024, 9529-9553.  
https://doi.org/10.1039/D4GC01068J  

 
[11] A. Myers, “https://energy.stanford.edu/news/stanford-scientists-illuminate-

barrier-next-generation-battery-charges-very-quickly,” Stanford University, 30 

January 2023. [Online]. Available: https://energy.stanford.edu/news/stanford-
scientists-illuminate-barrier-next-generation-battery-charges-very-quickly.  

 

[12] Bridgelall, R. Rechargeable Solid-State Batteries: Insights from a Cross-
Sectional Thematic and Bibliometric Analysis. 2024. 

https://www.preprints.org/manuscript/202409.2007  

 
[13] Bondu, P. kumar R., & Vyza, U. Design and analysis of novel topology for PV-

FED EV charging system. ITEGAM-JETIA, 10(47), 2024,  109-114. 

https://doi.org/10.5935/jetia.v10i47.1108  
 

[14] Christopher Doerrer, Xiangwen Gao, Junfu Bu, Samuel Wheeler, Mauro Pasta, 

Peter G. Bruce and Patrick S. Grant. Fast-charging all-solid-state battery cathodes 
with long cycle life Nano Energy, 2025, 134, 110531. 

https://doi.org/10.1016/j.nanoen.2024.110531   

 
[15] Trentadue, G., Lucas, A., Otura, M., Pliakostathis, K., Zanni, M., & Scholz, H. 

Evaluation of fast charging efficiency under extreme temperatures. Energies, 11(8), 

2018, 1937. https://doi.org/10.3390/en11081937  
 

[16] Afandi, A. N., Zulkifli, S. A., Korba, P., Sevilla, F. R. S., Handayani, A. N., 

Aripriharta, A., and Afandi, F. C. W. Trip Pattern Impact of Electric Vehicles in 
Optimized Power Production using Orca Algorithm. Journal of Engineering and 

Technological Sciences, 56(4), 2024, 463-473. 
https://doi.org/10.5614/j.eng.technol.sci.2024.56.4.3   
 

[17] Afandi, A. N. ORCA Algorithm for Unit Commitment Considering Electric 

Vehicle Inclusion. Journal FORTEI-JEERI, 2(1), 2021, 1-9. 
https://doi.org/10.46962/forteijeeri.v2i1.18  

 
[18] Momoh, K., Zulkifli, S. A., Korba, P., Sevilla, F. R. S., Afandi, A. N., & 

Velazquez-Ibañez, A. (2023). State-of-the-art grid stability improvement techniques 

for electric vehicle fast-charging stations for future outlooks. Energies, 16(9), 3956. 
https://doi.org/10.3390/en16093956. 

 

[19] Afandi, A. N., WA, F. C., & Ali, M. (2023). Aplikasi ORCA Algorithm Pada 
Optimasi Penyediaan Daya Sistem Berbasis Mobilitas Kendaraan Listrik. Jurnal 

JEETech, 4(2), 103-108. https://doi.org/10.32492/jeetech.v4i2.4204  

 

 

Page 91



Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v.11 n.52, p. 92-96. March / April, 2025. 

DOI: https://doi.org/10.5935/jetia.v11i52.1538. 
 

RESEARCH ARTICLEOPEN                                                                                                                                         ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  

QUANTITATIVE ANALYSIS OF SUBSURACE STRUCTURE CRACKING 

USING PULSED EDDY CURRENT NONDESTRUCTIVE TESTING 

Hakim Azizi1, Mohammed chebout2, Daoud Sekki3, Mohammed Charif Kihal4 and Marouane Kihal5 
1 Renewable Energy Systems Applications Laboratory, Ziane achour university, Djelfa, Algeria. 

2 Applied Automation and industrial Diagnostic Laboratory, Ziane achour university, Djelfa, Algeria. 
 3 Faculty of technology Mohamed Cherif Messaadia University - Souk Ahras, Algeria. 

4 L2EI Laboratory, Mohamed Seddik Ben Yahia University, Jijel, Algeria. 
5 Faculty of Exact Sciences, Bejaia University, Bejaia, Algeria. 

 

1http://orcid.org/0009-0003-4895-6327 , 2http://orcid.org/0009-0006-2798-5411 , 3http://orcid.org/0009-0003-2204-7459
4https://orcid.org/0000-0002-2075-2491 , 5http://orcid.org/0000-0002-6675-7087  

Email: h.azizi@univ-djelfa.dz,  m.chebout@univ-djelfa.dz,  daoud.sekki@univ-soukahras.dz,  mc.kihal@univ-jijel.dz,  kihal@univ-bejaia.dz 

ARTICLE INFO  ABSTRACT 

Article History 

Received: January 07, 2025 

Revised: February 20, 2025 

Accepted: March 15, 2025 

Published: March 31, 2025 

 
 

This paper presents a three-dimensional finite element method for the nondestructive 

evaluation of forward problems utilizing the pulsed eddy current technique. The method 

visualizes and maps the distribution of responses resulting from the interaction between 

eddy currents and defects, facilitating defect characterization. The study elaborates on the 

defect characterization process using the pulsed eddy current technique, which encompasses 

both numerical and experimental analyses. Initially, the variation in pulse width of the 

pulsed eddy current technique is discussed, along with its effectiveness. Subsequently, the 

investigation into the application of pulsed eddy current testing for defects is conducted 

through the mapping of magnetic field distributions, implemented via time-stepping three-

dimensional finite element modelling, with features extracted from the mapping for the 

purpose of defect characterization. 
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I. INTRODUCTION 

Nondestructive testing (NDT) refers to a comprehensive 

array of inspection techniques and methodologies designed to 

assess and monitor the condition of materials, components, or 

equipment without altering their inherent properties or 

performance. This practice is vital for ensuring the maintenance 

and reliability of components, thus preventing accidents, loss of 

life, and both economic and environmental repercussions. 

However, there is a pressing need for technological research and 

development (TR&D) to cultivate scientific knowledge in this 

domain, especially in light of the growing prevalence of products 

utilizing new materials and advanced manufacturing technologies 

that impose stringent safety requirements [1]. The detection of 

micro defects, both on the surface and beneath it, using NDT 

methods like Eddy Currents (EC) poses considerable challenges 

[2]. The key difficulties include firstly the minimum detectable 

defect size is often insufficient due to noise from probe vibrations 

(lift-off) that can mask the defect signal; secondly the complexity 

of generating tailored EC patterns in the materials under inspection; 

and finally that the intricate design of probes, which frequently 

consist of numerous assembled elements within a single 

configuration. The main goal for this paper, is to develop applied 

research, innovation, numerical simulation, and knowledge 

generation for creating customized Non-Destructive Testing 

(NDT) systems using pulsed eddy currents (PEC) [3]. A secondary 

goal focused on technological innovation to design and 

experimentally validate custom eddy current systems for three 

demanding engineering applications: inspecting micro defects in 

plane structures, and evaluating brazed joints in the automotive 

sector. This involved starting with the scientific principles of NDT 

using EC, analyzing and characterizing materials, designing and 

simulating puled eddy current probes, and testing prototypes in real 

industrial settings. At the same time, some of them pose scientific 

challenges that require new procedural knowledge and deeper 

research, as they involve concepts, theoretical foundations, 

materials, manufacturing processes, and geometries that have not 

been systematically studied in NDT before. 

II. PRACTICAL USE O EDDY CURRENTS IN FLAW 

DETECTION 

https://orcid.org/0009-0003-2204-7459
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The main object of search when inspecting parts in 

operation is a fatigue crack, as a rule, coming to the surface. The 

geometric parameters of the crack are characterized by: length L is 

the maximum longitudinal size of the defect visible on the test 

surface, width B is the transverse dimension of the defect at its exit 

to the surface, depth H is the size of the defect towards the inside 

of the test surface. Since defects are often of a complex shape, there 

are maximum, minimum, average, and total values of these 

parameters. For subsurface defects, an important parameter is not 

only geometrically (e.g. diameter), but also distance from the 

surface – Z – depth [4]. 

 

 
Figure 1: Geometric dimensions of defects. 

Source: Authors, (2025). 

With: 

L – length; B is the width of the opening; H – depth; -Z – depth of 

occurrence; d – diameter 

 

 
Figure 2: Transgranular stress corrosion cracking. 

Source: Authors, (2025). 

 

When conducting eddy current flaw detection, in order to 

select the optimal testing parameters, it is important to distinguish 

the direction of defect development. From this point of view, a 

distinction is made between longitudinal or transverse (relative to 

the longitudinal axis of the tested object or the direction of scanning 

with an eddy current transducer) cracks. With the help of feed-

through transducers, it is possible to control the geometric 

dimensions and electromagnetic or related structural parameters 

(hardness, mechanical stresses, degree of fatigue damage, etc.) of 

rods, including those made of ferromagnetic materials [5]. At the 

same time, the frequency of the excitation current is an important 

parameter, the choice of which is determined by the required depth 

of penetration of eddy currents (depending on the task to be solved 

in the process of monitoring) [6]. On the one hand, the depth of 

penetration of eddy currents in a cylindrical object is somewhat 

greater than in a half-space with a flat surface, on the other hand, 

the density of eddy currents on the axis of the cylinder is equal to 

zero, regardless of the value of the generalized eddy current control 

parameter. To analyse the test results, as a rule, hodographs of the 

relative voltage of the measuringwinding are used by changes in 

amplitude, phase, and in some cases higher harmonics of which the 

degree of influence of the monitored or interfering parameters is 

judged. 

In the practice of pulsed eddy current non-destructive 

testing, such informative features of signals are most often used, 

such as the displacement of the moment of crossing by a signal of 

a certain level, the time interval between certain nodal points or the 

peak values of the amplitude and the exceeding of the amplitude of 

certain threshold values and the moments of these crossings [7]. 

Currently, the disadvantage of this method is the use of individual 

characteristic points of the eddy current converter signal, that is, 

incomplete use of the information capabilities of the eddy current 

converter signal and the lack of protection of the above-mentioned 

point characteristics from the influence of interference. In addition, 

from the analysis of literary sources, it can be seen that the pulse 

excitation mode (PEM) of the eddy current allows to complement 

the traditional eddy current nondestructive control with harmonic 

excitation, however, today, in the conditions of rapid development 

of methods and means of signal analysis, the pulse excitation mode 

is insufficiently researched. 

 

III. NUMERICAL MODELING AND RESULTS 

In the field of ECNDT, numerical modeling has emerged as 

a crucial tool in the design of probes and the analysis of detection 

performance, largely due to advancements in computing power. 

Generally, the modeling of ECNDT relies on the resolution of 

Maxwell's equations [8]. Depending on the complexity of the 

configuration being simulated, the resolution may be either 

analytical or numerical. The analytical solution of Maxwell's 

equations is advantageous due to its speed and the high precision 

of results it yields. However, the intricate nature of eddy current 

configurations often renders an analytical solution unattainable. 

Consequently, an alternative approach involves the application of 

numerical methods, which facilitate the examination of a wider 

range of probeworkpiece configurations, including various 

geometries of components, defects, and sensors [9]. 

In scenarios where it is essential to differentiate multiple 

parameters, the Pulsed Eddy Current Control Method serves as a 

viable alternative to multi-frequency excitation. The latter often 

encounters limitations due to the complexity of the apparatus and 

the challenges associated with practical implementation, which 

restrict the number of usable frequencies. In pulsed eddy current 

control, excitation currents in the form of rectangular, trapezoidal, 

or half-sinusoidal pulses are introduced into the sensor. 

This study also incorporates a wave derived from a 

capacitive discharge [10]. The Fourier series decomposition of this 

wave produces signals across various frequencies. Instead of 

utilizing the normalized impedance plane for signal analysis, a time 

or frequency-based approach is adopted. The characterization of 

the target quantity is achieved by examining the behaviour of 

specific points within the signal, including zero crossings, extrema, 

and the fixed point (crossing-point), which remains unaffected by 

variations in the sensor-load air gap [11]. 

The evolution of these points facilitates diagnostic 

assessments. Spectral analysis has demonstrated that the fixed 
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point phenomenon is relevant to transient signals and their 

harmonics, with the variations in the coordinates of this point being 

predictable based on conductivity and thickness. Further 

investigation into the origins of this phenomenon and its potential 

applications is warranted.  The transient magnetic field is expressed 

in terms of magnetic vector potential, and source current density 

(SCD) 

 

- 1/µ A+ =J                     (1)
A

t



 


 

 

Consider the problem JSAEM#6 illustrated by figure 3. The 

finite element mesh contains 79162 nodes and 1021837tetrahedral 

elements. A preconditioning technique, called the symmetric 

successive over-relaxation (SSOR) method is employed to 

minimize computation time and memory [12]. The summary of the 

geometric and physical quantities is shown in table 1. 

 

Table 1: Geometric and physical parameters of the JSAEM#6 

Benchmark 

Parameter Value [mm] 

Plate thickness 1.25 

Plate length 140 

Plate width 140 

Conductivity [MS/m]
 

1.00 

Crack width 0.20 

Crack length 10.0 

Crack depth 0.75 

Frequency[kHz] 150 & 300 

Coil inner radius 0.60 

Coil outer radius 1.60 

Coil height 0.80 

Lift-off 0.22 

Source: Authors, (2025). 

 
Figure 3: Geometrical Model with Crack. 

Source: Authors, (2025). 

 
Figure 4: Tetraedral meshing model. 

Source: Authors, (2025). 

 

Under the given frequency and coil lift-off, the impedance 

is calculated as function of coil position [13]. The impedance 

change represented respectively by the resistance and reactance 

components in figure 5, is evaluated by subtracting the values 

obtained for the plate without crack from the values obtained for 

the plate with crack. We remark a good agreement between 

experimental and calculated results. 

 

 
Figure 5. Experimental and numerical evolution of impedance 

components vs displacement coil. 

Source: Authors, (2025). 

 

Consider the model of figure 6 with three notches on the 

surface of the Bench-mark along its width, each opening equal to 2 

mm [14]. The depth of these cuts varies between three different 

values: 80%, 55% and finally 25% of the benchmark height 

structure equal to 1.25 mm [15].  The excitation current is in the 

form of a quasi-square wave as shown in Figure 6. 

 
Simulation 300 kHz 

Experimental 300 kHz 

Simulation 150 kHz 

Experimental 150 kHz 

 

Coil position [m] 
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Figure 6: JSAEM# 6 configuration with notches. 

Source: Authors, (2025). 

 

The excitation current has the shape of a quasi-square wave 

as shown in figure 7. The expression of the current introduced is 

given by the following equation: 

 

𝐼(𝑡) = 𝐼0
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The constants a1 and b1 are given by the following 

expressions: 

 

𝑎𝑙 =
sin 2𝑙𝜆𝜋 

𝑙
−

2𝜋

𝑇
 

1

𝜏2

+  
2𝑙𝜋

𝑇
 

2

 

−1

 
 

 
1

𝜏
 1 + 𝑒

𝑇 𝜆−1 

𝜏  +

 
2𝑙𝜋 sin 2𝑙𝜆𝜋 

𝑇
−

cos 2𝑙𝜆𝜋 

𝜏
  1 + 𝑒−

𝜆𝑇

𝜏  
 
 

 

 (3) 

 
 

 

 

𝑏𝑙 =
1 − cos 2𝑙𝜆𝜋 

𝑙
−

2𝜋

𝑇
 

1

𝜏2

+  
2𝑙𝜋

𝑇
 

2

 

−1

 
  
 

  
 

2𝑙𝜋

𝑇
 1 + 𝑒

𝑇 𝜆−1 

𝜏  

 
2𝑙𝜋 cos 2𝑙𝜆𝜋 

𝑇
+

sin 2𝑙𝜆𝜋 

𝜏
 

 1 + 𝑒−
𝜆𝑇

𝜏   
  
 

  
 

 (4) 

 
 

 
Figure 7: Excitations current shape. 

Source: Authors, (2025). 

 

Indeed, increasing the size of the crack defect increases the 

signal of the induced current issued by the eddy current sensor. 

 
Figure 8: Effect of defect depth. 

Source: Authors, (2025). 

 

 
Figure 9:  Defect width effect on induced current. 

Source: Authors, (2025). 

 

We note from these two figures 8 and 9 that the influence of 

the depth of the defect is much more visible and more important 

than the effect of the width which reinforces the concept of using 

the pulsed eddy currents for the measurement of the sheet thickness 
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of flat or other structures [16]. Here, the width of the defect is 

maintained equal to 2 mm in the case of the two figures. 

 

VI. CONCLUSION 

The development of an eddy current control device, in 

sinusoidal or pulsed mode, requires the optimization of a certain 

number of parameters. This optimization is generally long and 

difficult to execute in practice since it results from several com-

promises. Several parameters can influence the response of a 

sensor including the sensor-target distance, the geometric 

parameters of the defect, and finally the electrical properties of the 

conductive part in this case the variation of the electrical 

conductivity. We can see that the maximum amplitude of the signal 

and the time necessary to have it are the main parameters necessary 

to identify defects. Applications using a Benchmark whose 

experimental results are available to validate our simulation results. 

Numerical simulations are executed in advance of 

experiments that utilize the PEC technique to estimate the expected 

responses from defects. These simulations play a crucial role in 

shaping experimental designs, improving the understanding of the 

physics that govern specific defects, and enabling the extraction of 

features from the responses collected. Experimental investigations 

are subsequently conducted to validate the results of the 

simulations and to illustrate the practicality of the techniques used 

to gather information on particular defects. 
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This paper presents a Sliding Mode Observer (SMO) for estimating sub-module (SM) 

voltages in Modular Multilevel Converters (MMCs) used in photovoltaic (PV) applications. 

MMCs are widely favored in medium- and high-voltage applications due to their modularity 

and scalability. However, traditional voltage sensing methods require numerous sensors, 

increasing system complexity, cost, and susceptibility to sensor failures. The proposed SMO 

offers a robust alternative, providing accurate voltage estimation despite parameter 

variations and external disturbances. The design and implementation of the SMO, along 

with its integration into the MMC control strategy, are demonstrated. The observer 

performance is validated through simulations and Matlab results, which demonstrate 

effective voltage estimation across different operating conditions. This method improves 

SM capacitor voltage balancing, enhances the reliable operation of MMCs in PV 

applications, and lowers costs.  
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I. INTRODUCTION 

Modular Multilevel Converters (MMCs) are increasingly 

used in photovoltaic (PV) systems because of their modular 

structure and clear superiority over conventional converters [1-3]. 

MMCs are composed of several sub-modules (SMs) connected in 

series. These converters offer numerous notable advantages that are 

especially valuable in renewable energy applications. Each sub-

module generally comprises a capacitor and power electronic 

switches that can be controlled to generate specific voltage levels 

[4-7]. 

One notable characteristic of MMCs is their ability to scale, 

enabling them to achieve higher voltage levels by increasing the 

number of SMs. Scalability is important for PV systems, as they 

frequently necessitate high voltage conversion ratios to provide 

efficient energy transfer. Moreover, the modularity of MMCs 

improves the reliability of the system and provides more flexibility 

in maintenance. It is possible to bypass or replace particular system 

modules without impacting the entire system, thus enhancing fault 

tolerance and adaptability [8], [ 9]. 

MMCs are highly efficient and produce high-quality output. 

They distribute voltage stress across multiple SMs, resulting in 

reduced switching losses and increased efficiency. The multilevel 

output waveforms they produce have low harmonic distortion, 

which is essential for meeting grid integration and power quality 

standards in PV systems [10], [11] 

An essential element of MMC operation is the efficient 

control of SM capacitor voltages. This involves controlling the 

average voltage across the capacitors at the leg level and ensuring 

voltage balance within each arm. To achieve efficient regulation of 

the average voltage and balancing of capacitor voltages in an 

MMC, a combination of modulation techniques and control 

strategies are required [12], [13]. 

As with any grid-connected converters, the DC-link voltage 

of MMCs is typically regulated using PI controllers. For capacitor 

voltage balancing, one of the most effective methods is a sorting 

algorithm, which selectively inserts or bypasses SMs. 

Alternatively, balance correction can be achieved using a PI 

controller, often in combination with Phase-Shifted Carrier Pulse-

Width Modulation (PSC-PWM) [13-15]. 
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Sorting algorithm techniques rely on multiple separate 

sensors to measure individual SM voltages and arm currents. 

However, the use of extensive sensor networks increases system 

complexity and costs, posing significant challenges for practical 

implementation. Therefore, a key objective in the advancement of 

grid-connected MMC in PV systems is to reduce the total number 

of sensors while still ensuring efficient control [16].To overcome 

these issues, sensorless capacitor voltage control schemes have 

been developed using arm current measurements and DC-link 

voltage to estimate capacitor voltages. 

These methods aim to simplify the system architecture, 

reduce costs, and enhance reliability, particularly in handling SM 

faults in PV systems, where ensuring stable and efficient operation 

is crucial. In [17] a new SM voltage estimation scheme for MMCs 

was introduced, employing a Kalman filter approach. This method 

decreases complexity and cost by utilizing only two voltage sensors 

per MMC leg, rather than one for each SM. It demonstrates 

accurate tracking of SM voltages, robustness to parameter 

variations like arm inductance changes, and effectiveness across 

various operational scenarios through simulation and experimental 

validation. Nevertheless, the suggested approach has many 

drawbacks. 

There is a lack of thorough investigation into the effects of 

estimation deviations and an absence of discussions on 

computational complexity and comparative studies with alternative 

approaches. The paper [18] presents a novel method for estimating 

SM voltages in MMCs without additional sensors, using 

discretized SM voltage dynamics and a Kalman filter observer. 

Validated through simulations and experiments, the method shows 

robust performance. However, there is a limited comparison with 

existing methods and a need for more comprehensive comparisons. 

Despite these issues, the study offers promising advancements in 

reducing sensor count while ensuring accurate SM voltage 

estimation. 

The state observer proposed in the paper [19] aims to 

estimate capacitor voltages and circulating currents in MMCs 

without direct voltage and current sensors. It utilizes system 

models and available measurements to estimate unmeasured states, 

facilitating effective capacitor voltage balancing and circulating 

current suppression. This sensorless control approach is 

streamlined but relies heavily on accurate system modeling and 

quality measurements to avoid estimation errors. Additionally, the 

ability of the observer to adapt to dynamic changes in operating 

conditions is essential for maintaining robustness and stability, 

which the article does not fully address.  

The reference [20] introduces a capacitor voltage balancing 

strategy for MMCs using the ADALINE (Adaptive Linear Neuron) 

algorithm to estimate sub-module voltages instead of directly 

measuring them. This approach reduces the need for multiple 

voltage sensors and simplifies the control system. Simulation 

results show that the ADALINE algorithm accurately tracks sub-

module voltages and effectively balances them under both steady-

state and dynamic conditions. 

The novelty of this work lies in its application of the 

ADALINE algorithm to MMC control, offering a lower-cost and 

simplified implementation. However, the paper lacks experimental 

validation and does not address the robustness of the ADALINE 

algorithm to parameter variations and disturbances in practical 

scenarios. 

In [21] a novel approach to control MMC was presented, 

particularly focusing on single-phase applications. The authors 

propose an innovative Interconnected Observer (IO) based Model 

Predictive Control (MPC) strategy aimed at estimating capacitor 

voltages using circulating and load currents. This method enhances 

system robustness by accommodating parameter uncertainties, 

such as capacitance variations. The integration of IO with MPC 

provides stable and balanced voltage control while minimizing 

circulating current, as demonstrated through Matlab/Simulink 

simulations. However, the paper primarily addresses a theoretical 

model with simulation validation, and practical implementation 

details are sparse. 

However, although the observer demonstrates theoretical 

effectiveness, the authors neglect to provide additional 

examination to evaluate its sensitivity to model uncertainties and 

parameter changes. Additionally, the performance of the observer 

was not assessed under varying operating conditions, such as load 

changes and grid failures. 

Nevertheless, selecting an appropriate estimation/ 

observation method is a significant challenge for capacitor voltage 

estimation in MMCs. Despite numerous advanced estimation 

strategies, SMOs remain employed in several recently published 

research papers. SMOs have gained special interest due to their 

rapid convergence rate, easy implementation, and low cost. 

The paper [22] proposes a method to estimate individual 

capacitor voltages in an MMC using only arm current 

measurements and modulating signals, thereby eliminating the 

need for voltage sensors. The sliding-mode observer is validated 

through simulations under various conditions, demonstrating its 

robustness against external disturbances, parametric variations, and 

dynamics. 

In [23] a method for controlling MMCs without using 

voltage sensors was introduced. It employs a SMO to estimate 

capacitor voltages and a Voltage Tracking Fuzzy Controller 

(VTFC) for maintaining voltage balance. While the approach 

reduces sensor dependency and enhances reliability, several areas 

need improvement. The complexity and computational demands of 

implementing SMO and VTFC in real-time are not discussed, nor 

is the sensitivity of the SMO to parameter changes like capacitance 

or resistance variations. Although there are certain limitations, the 

method shows possibilities for reducing hardware complexity and 

improving MMC reliability. 

A discrete-time SMO for controlling capacitor voltage in 

MMCs proposed by [24]. This technique estimates capacitor 

voltages and arm currents without additional sensors, potentially 

lowering system costs and complexity. 

This study presents the implementation of a SMO for the 

estimation of SM voltages in grid-connected MMCs used in PV 

systems. The suggested method aims to provide precise voltage 

estimations while minimizing the need for sensors, thus improving 

control performance and system resilience in grid-connected PV 

systems. The simulation findings confirm that the SMO has high 

dynamic, good stability, and robustness when subjected to 

variations in irradiance profile, switching frequency, and parameter 

changes. 

The structure of this paper is as follows: Section II explains 

the general system configuration used in this research. Section III 

provides a detailed description of the estimation technique. Section 

IV discusses the proposed control system, focusing primarily on 

grid-connected PV systems. Section V presents the simulation 

results, and finally, Section VI concludes the paper. 

 

II. OVERALL SYSTEM CONFIGURATION 

The configuration of an MMC-based single-phase grid-

connected PV system is illustrated in Figure 1. 
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Figure 1: Grid-integrated PV system. 

Source: Authors, (2025). 

 

This system consists of two main stages: 

The first stage is a DC-DC boost converter, which extracts 

maximum power from the PV array using MPPT control. This 

converter steps up the PV voltage to a higher level, making it 

suitable for the second stage. 

The second stage is a single-phase grid-connected MMC 

that converts the DC voltage from the boost converter into a 

sinusoidal AC voltage, synchronized with the grid. 

 

II.1 MMC STRUCTURE 

A single-phase grid-connected MMC is shown in Figure 2. 

It consists of several key components. Each arm of the MMC 

(upper and lower) contains multiple SMs connected in series, with 

each SM typically comprising a half-bridge. The arms also include 

inductors. The boost provides the main DC voltage and connects 

the upper and lower arms. The converter connects to the AC grid 

through a filter. 

 

 
Figure 2: MMC topology. 

Source: Authors, (2025). 

 

II.2 MODELING OF THE MMC 

The following equations model the system shown in Figure 

2 [25], [26]: 

 

(1), (2) 

 

Because of the symmetrical structure of the MMC, it is 

assumed that AC output current ( ) is uniformly divided between 

the upper and lower arms of leg: 

 

                                    (3) 

Arm currents in a MMC comprise both  and DC current, also 

known as the circulating current ( ). The relations between  

,
 

 ,
 

 , and are defined: 

 

                                   (4) 

 

The  represents the primary current that passes through 

the converter and is directed to the grid. It is the fundamental 

current that the converter is designed to generate and regulate. The 

 within the converter does not directly contribute to the  . It 

traverses through both the two arms, and its expression can be 

stated as follows: 
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A based the fundamental equations of the system: 

1)The  can be determined as follows: by summing the 

two Equations (1), (2), and replace  by Equation (5): 
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Equations (8) and (9) combined could produce the MMC 

dynamics: 
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and  are given as follows: 
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The voltage reference for controlling the upper and lower 

SMs of the MMC is defined by Equation (13): 
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III. PROPOSED SM VOLTAGE ESTIMATION SCHEME 

The Sliding Mode Observer (SMO) is a well-known 

algorithm extensively used in various fields. It is robust to 

parameter fluctuations and external disturbances and has precise 

finite-time convergence characteristics [27], [28]. 

In this section, the Sliding Mode Observer (SMO) is 

designed, and the stability analysis of the observer is provided. The 

SMO uses the arm currents and DC-link voltage to estimate the 

capacitor voltages. A voltage-sensorless operation utilizing the 

SMO is developed to replace voltage measurements, as indicated 

in the following equations [23]: 

This paper focuses on the upper arm as an example. The 

voltage of the upper arm  can be represented as follows, noting that 

i refers to the i-th SM (i = 1, 2, ... 2N): 
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             (14) 

 

For SMO, the state variables are chosen to be the voltage 

across the capacitor and the current through the arm. The 

continuous-time sliding mode function allows for the acquisition 

of the voltage across the upper arm capacitor and the current 

flowing through the arm: 
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A sign function, denoted as f(x), is employed: 
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Hence, the sliding surfaces are: 
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Consequently, an equation for a Lyapunov candidate can be 

formulated: 
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To ensure 0eV 
g

 adapts to all conditions, the following 

inequalities must be met. 

 

                        (25) 

 

IV. CONTROL SYSTEM FOR THE MMC 

The objective of this part is to design a novel controller for 

a single-phase grid-connected MMC-based PV system, with the 

goal of achieving comprehensive control over the system.  

Figure 3 presents a detailed control scheme for the 

considered system. Before delving into the explanation of system 

control in this section, it is essential to highlight that the primary 

objective of this paper is not to address the issue of DC-DC 

converter control. However, it is important to note that the 

technique used for MPPT is Incremental Conductance (IC). 

Thus, the regulator for MMC will be designed by combining 

2 primary phases [29]: 

•Output power control. 

•Internal dynamics control of the MMC. 

 

 
Figure 3: Overall control diagram. 

Source: Authors, (2025). 

 

IV.1 OUTPUT POWER CONTROL 

The design of the output power control for a grid-connected 

PV system involves three control loops: 

 

IV.1.1 INNER CONTROL LOOP: GRID CURRENT 

CONTROL 

The inner control loop is developed using a Proportional-

Resonant (PR) controller. This loop directly acts on the grid 

current, ensuring precise regulation and stability of the current 

injected into the grid. 

 

IV.1.2 OUTER CONTROL LOOP: CONTROL OF THE DC 

BUS 

A Proportional-Integral (PI) controller is used in the outer 

control loop to maintain the DC bus voltage at a reference level. 

The reference of this controller is derived from the output active 

power. 

 

IV.1.3 PHASE-LOCKED LOOP: GRID 

SYNCHRONIZATION 

Grid synchronization is achieved using a Phase-Locked 

Loop (PLL), which determines the reference current angle. The 

PLL ensures that the inverter output is in phase with the grid 

voltage, facilitating proper synchronization and seamless 

operation. 

These three control loops work together to achieve the 

desired control performance of the output power. 

 

IV.2 INTERNAL DYNAMICS CONTROL OF THE MMC 

The main aspects of internal dynamics control in MMCs are: 

IV.2.1CONTROL OF AVERAGE SM VOLTAGE 

BALANCING AND CIRCULATING CURRENT 

The control loop is designed based on the reference 

[30].The Average SM Voltage Balancing Control uses a 

Proportional-Integral (PI) controller to maintain the average 

voltage of the SM at a specified level that aligns with the SM 

capacitor voltage. The PI controller takes input from the average 

values of the SM capacitor voltages, calculated by dividing the total 

estimated capacitor voltages (obtained from the SMO) by the 

number of SMs in the leg (2N). The output of the PI controller 

adjusts the reference value for the circulating current. A 

Proportional-Resonant (PR) controller is used for circulating 

current control [31], [32]. 

 

IV.2.2 CONTROL OF INDIVIDUAL SM VOLTAGE 

BALANCING 

Individual SM voltage balancing control typically involves 

a sorting algorithm, which selects the appropriate SMs to be 

inserted or bypassed based on the direction of the arm currents. 

This process ensures that the capacitor voltages are balanced, 

maintaining safe operating limits for the MMC [14]. 

The voltage commands produced by the two PR controllers, 

which control the grid current and circulating current, are utilized 

for the generation of SM voltage references. 

 

IV.3 MODULATION TECHNIQUE 

PSC-PWM is a widely used modulation strategy for 

multilevel inverters that employs phase-shifted carrier signals to 

synthesize the output voltage waveform with reduced harmonics 

[33], [34]. PSC-PWM generates the switching signals for the power 

devices. PSC-PWM takes the voltage references for each SM and 

produces the corresponding switching states to control the power 

devices within each SM. This integration allows the MMC to 

synthesize the desired output voltage waveform by accurately 

managing the switching of the individual SMs. 

 

V. SIMULATION ANALYSES 

To verify the effectiveness of the control strategy proposed 

in this paper, simulations were conducted using Matlab/Simulink 

software. The control system utilizes a SMO to estimate the 

capacitor voltages of the MMC. This approach was simulated and 

compared to a sensor-based method. Evaluations included 

responses under stable operating conditions, dynamic responses to 

variations in irradiance and switching frequency, and robustness 

against changes in capacitor values. The parameters of the grid-

connected MMC are listed: P =3kW, g
v  =230V, dc

V =800 V, N=4, 

c
f = 4kHz, 

a
L =1mH, a

R =0.1Ω, C=800µF, 
f

L =8.4mH, 
f

R  =1Ω. 
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V.1 STEADY-STATE 

In this part of the simulation results, the steady-state 

performance of the system under normal weather conditions is 

analyzed for both the sensor-based scheme and the proposed 

estimation scheme. 

Case 1: In the sensor-based scheme, sensors are used to 

measure the following: (1) DC-link voltage, (2) grid voltages, (3) 

grid current, (4) arm currents, and (5) sub-module (SM) capacitor 

voltages (2N voltage sensors, where N is the number of SMs in 

each arm), as well as the PV output current and voltage. The 

simulation results are displayed in Figures 5. 

Case 2: In the proposed estimation scheme, a Sliding Mode 

Observer (SMO) is used to estimate the capacitor voltages, with the 

simulation results displayed in Figures 6. 

The results of the simulation shown in Figure 4 demonstrate 

that the MPPT technique performs well, delivering optimum power 

from the PV array to the grid with excellent performance 

characteristics under normal weather conditions. 

In both schemes, whether it is a Case 1 or Case 2 scheme, 

the voltage loop controller of the internal dynamics control system 

effectively regulates the equilibrium of the sub-module capacitors, 

thereby eliminating circulating currents within the MMC. 

Consequently, the DC-link voltage is successfully maintained at its 

nominal value of 800 V. Additionally, the MMC is capable of 

generating a multilevel output voltage, which helps reduce 

harmonics and improve the overall power quality of the system. In 

both cases, the system provides a sinusoidal current with low 

ripple, closely synchronized with the grid voltage, thereby 

improving overall power quality. This demonstrates the 

effectiveness of the proposed observer, as it successfully maintains 

grid power quality in accordance with power quality standards. 

In general, the results demonstrate that both cases exhibit 

good and satisfactory performance in efficiently transferring 

energy from photovoltaic sources to the grid. However, the second 

case is particularly noteworthy for significantly reducing the 

number of sensors required, specifically by eliminating the eight 

sensors responsible for measuring capacitor voltages. This 

enhances control performance, lowers system costs, and increases 

reliability in grid-connected MMC systems. Reducing the number 

of sensors simplifies the control system, allowing it to focus on 

crucial parameters, which improves response times and stability. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4: PV side results: (a) Irradiance profile, (b) PV output 

power, (c) PV output current, (d) PV output voltage. 

Source: Authors, (2025). 
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(d) 

 
(e) 

Figure 5: Case1 simulation results: (a) Capacitor voltages;(b) 

Circulating current error;(c)DC-link voltage;(d)Output voltage by 

MMC; (e).Grid phase voltage and current. 

Source: Authors, (2025). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 6: Case2 simulation results:(a) Capacitor voltages, (b) 

Circulating current error, (c) DC-link voltage, (d) Output voltage 

by MMC, (e). Grid phase voltage and current. 

Source: Authors, (2025). 

 

V.2 DYNAMIC TEST 

The dynamic test in the simulation results for the proposed 

estimation scheme involves analyzing the performance of the SMO 

under varying environmental conditions. This includes studying 

the impact of changes in solar irradiance and switching frequency. 

The simulations aim to model the dynamic behavior of the SMO 

for voltage sensor-less control of grid-connected MMCs, which is 

essential for understanding how the system responds to rapid 

fluctuations in such conditions. 

 

V.2 .1 CHANGES IN IRRADIANCE PROFILE 

Figures (7-8) below illustrate the simulation results under 

various weather conditions, according to the irradiance profile 

shown in Figure 7a. As shown in Figure 7b, there is a direct 

correlation between variations in weather conditions and PV power 

Figure 8.a displays the voltage levels of the upper and lower 

capacitors as estimated by the SMO. The results underscore that 

the MMC voltages remain maintained at their directed values. 

Accurate voltage estimation is essential for optimizing capacitor 

voltage balance, which significantly impacts the overall 

performance of the MMC.  

The proposed algorithm provides good accuracy in 

estimating SM voltage. This is evident from the following results. 

Figure 8b indicates that a constant voltage above the reference 

value of 800V was maintained. The DC-link voltage is calculated 

by summing the SM voltages. In addition, Figure 8c demonstrates 

a direct proportionality between changes in irradiance and output 

current, indicating a corresponding change in output power. 

Figure 8d shows that the amplitudes of the circulating 

current and the capacitor voltage ripples are directly proportional 

to the active power, demonstrating the robust and reliable stability 

of the voltage estimation system. 
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(a) 

 
(b) 

Figure 7: PV side results: (a) Irradiance profile (b), PV 

output power. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8: Performance of the proposed estimation scheme with 

changes in irradiance: (a) Estimated Capacitor voltages by SMO, 

(b) DC-link voltage, (c) Grid phase voltage and current, (d) 

Circulating current error . 

Source: Authors, (2025). 

 

V.2.2 CHANGES IN SWITCHING FREQUENCY 

Figure 9 presents various switching frequencies to observe 

system dynamics and evaluate the effectiveness of the suggested 

controller. Despite the significant impact of switching frequency 

on capacitor voltage ripple and switching losses, the stability of 

capacitor voltage estimation, particularly for C1, remains notable. 

The SMO demonstrates strong robustness, showing no observer 

error across cases, ensuring reliable voltage estimates despite 

frequency variations. While lower frequencies affect system 

dynamics and electrical parameters, their direct influence on output 

voltage and power transfer is important but beyond the scope of 

this study. This research emphasizes evaluating controller stability 

and performance under varying frequencies. 

 

 
(a) 

 
(b) 

c
f =4 kHz 

Page 104



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 97-107, March/ April, 2025. 

 

 

 
(a) 

 
(b) 

c
f =2 kHz 

 
(a) 

 
(b) 

c
f =750Hz 

Figure 9: Performance of the proposed estimation scheme with 

changes in switching frequency for all eight SMs. 

Source: Authors, (2025). 

 

V.2.3 ROBUSTNESS TEST 

The robustness of the SMO is examined through variations 

in the capacitance values. 

The reliability of the proposed algorithm for estimating SM 

voltage fluctuations in C1is confirmed by comparing the estimated 

SM capacitor voltage fluctuation with the measured value of  when 

the nominal capacitance of the capacitor is increased or decreased 

by 30%. This comparison is illustrated in Figure10a. It is evident 

that the estimated SM voltage closely tracked the measured value 

of the individual SM voltages in terms of both shape and with 

nearly no observer errors, as shown in Figure 10b. The simulation 

results, which examined the SM voltage variations across the four 

SMs in the upper arm (Fig. 10c), showed that the SM capacitor 

voltages were maintained at a balanced level of 200 V (the nominal 

value limits). This ensured that the voltage fluctuations remained 

within the acceptable range specified by the system requirements. 

The proposed algorithm demonstrated high efficiency in estimating 

SM voltage variations. 

 

 
(a) 

 
(b) 

 
(c) 

Figure10: Performance of the proposed estimation scheme with 

variations in all capacitors. 

Source: Authors, (2025). 

 

VI. CONCLUSIONS 

This study presented the development and application of a 

Sliding Mode Observer (SMO) for sub-module voltage estimation 

in Modular Multilevel Converters (MMCs) used in photovoltaic 

(PV) applications. The results demonstrate that the SMO provides 

a robust and reliable alternative to traditional voltage sensing 

methods, which are often cost-prohibitive and prone to sensor 

failures. By accurately estimating sub-module voltages without 

extensive physical sensors, the SMO enhances system reliability, 

reduces costs, and simplifies the hardware structure. 
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Simulation validations confirmed the effectiveness of the 

SMO in maintaining accurate voltage estimations both in steady-

state and during dynamic changes. This improved voltage 

balancing and overall control of the MMC contributes to the safe 

and efficient operation of PV systems. Results from the studies 

show that the proposed method outperforms the sensor-based 

scheme. 

In conclusion, the Sliding Mode Observer is a viable and 

effective solution for sub-module voltage estimation in MMCs. Its 

ability to mitigate the drawbacks of traditional voltage sensing 

methods positions it as a valuable tool for enhancing the 

performance and reliability of MMCs in PV applications. Future 

work should explore further optimization of the SMO design and 

its potential integration into other power electronic systems to fully 

leverage its benefits. Additionally, plan to implement it in an 

experimental environment in the future. 
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   A multi-active full bridge converter is a type of DC-DC converter typically used in high-

power applications like renewable energy systems, electric vehicles, or uninterruptible 

power supplies. Four switches (often MOSFETs or IGBTs) grouped in an H-bridge 

configuration make up the full bridge topology. The term "multi-active" implies that the 

power conversion involves a number of active components, which may indicate 

complicated switching management for improved efficiency and regulation. Changing the 

phase shift between two switch pairs is how phase-shifted full-bridge converters are 

controlled. Without altering the switching frequency, the output voltage can be controlled 

by adjusting the phase difference between the bridge's two legs (S1-S4 and S2-S3). To 

lower switching losses, soft switching strategies like ZVS or ZCS might be used.  
improving overall efficiency. In this approach, the current through the switches is 

monitored and controlled to improve transient response and stability. Typically 

implemented in combination with voltage mode control, it ensures better regulation, 

especially in systems with fast load changes. The secondary side full bridge switches are 

controlled by current feedback phase delay controller which restricts the battery charge 

current. Each EV battery has its own charge current limit which is set in the current 

controller for battery protection. The controlled charge current improves the charge 

efficiency of the EV battery increasing the reliability of the cells and the overall circuit. 

The charge control which is a conventional PI controller is further updated with ANFIS for 

better stability in the EV battery charging current. A comparative analysis with PI and 

ANFIS controllers is proposed and the results are generated with same rating of EV 

batteries and system parameters.   
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I. INTRODUCTION 

 

As per the present climatic conditions we are at verge of 

crossing temperature limits due to global warming caused by 

carbon emissions. The carbon emissions are majorly caused by 

the industrial manufacturing plants which need to be limited. 

Another major reason for the emissions is transportation using 

fossil fuel vehicles for domestic and commercial purposes [1].  

The utilization of petrol or diesel engines in the vehicles 

is leading to extreme climatic conditions causing health issues for 

all the living beings on the planet. It is very vital to replace these 

vehicles with zero carbon emission vehicles which run on 

complete electrical power. This can be achieved by electrical 

vehicles (EVs) which operate by electrical motor drive. The 

electrical motor receives power from mobile battery pack 

(combination of several battery cells) which need to be charged 

[2]. Charging the EV battery pack using conventional power 

generation sources like coal plants or diesel generators is 

considered to be futile [3] 

Therefore, these battery packs need to be charged using 

renewable sources like solar generation plants, wind farms, bio 

gas plants, tidal energy etc. The renewable sources are inter 
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connected to the conventional grid which shares power to the 

local loads or EV charging stations or to the other grid network as 

per the demand [4]. Grid interconnection of renewable sources 

creates stable operation of the network as the renewable sources 

are unpredictable. However, in remote areas the grid availability 

cannot be expected as the transmission lines may not reach some 

localities. 

Therefore, backup storage devices need to be installed 

along with the renewable sources for voltage and power stability 

[5]. High capacity back up storage devices like battery modules 

are associated with the renewable source for storing or providing 

power as per requirement. A local load is connected to this 

network with an inverter operated by Sin PWM technique to 

ensure Sinusoidal AC generation from the DC power generated 

by the PV plant and battery storage module. 

The load connected to the inverter is a static load which is 

operated at fundamental AC frequency of 50Hz [6]. At the DC 

common link an EV charging station is connected with multiple 

charging points for charging several EVs. The complete structure 

with standalone PV plant with battery storage module and EV 

charging station is presented in figure 1. 

 

 
Figure 1: Outline structure of standalone PV plant with EV 

charging station. 

Source: Authors, (2025). 

As presented in figure 1 the PV plant and battery storage 

are connected to DC-DC converters for power delivery and 

exchange. The PV plant uses ‘Bifacial PV module’ which has two 

panels connected back-to-back for more power generation than 

the conventional PV plant. The back panels have the capability to 

generate 20% extra PV power by the solar radiation reflection [7]. 

The Bifacial PV panels are connected to boost converter operated 

by MPPT controller for maximum power extraction from the 

panels. 

The storage battery module is connected to a 

bidirectional converter with power exchanging capabilities as per 

the demand and availability. The AC electrical load is a fixed 

value static load feeding from the DC common link. The EV 

charging station connected at the DC common link has Multi 

Active Full Bridge (MAFB) converter exchanging power between 

the DC common link and EV batteries [8]. 

The MAFB has the capability to operate in G2V (Grid to 

Vehicle) and V2G (Vehicle to Grid) modes as per the 

requirement. The charging and discharging currents of the MAFB 

converter circuit is controlled by individual current regulators. 

The MAFB is operated by phase shift pulse modulation (PS-PM) 

technique which creates phase delay in the pulses of the active 

switches of the full bridges [9]. The phase delay value in the PS-

PM technique is generated by the current regulator integrated in 

the controller. Initially the current regulator considered is a PI 

regulator which has more damping. Due to the heavy damping in 

PI regulator, the battery currents have more oscillations and 

ripple. Therefore, the PI regulator is replaced with ANFIS current 

regulator with optimal damping creating robust phase shift signal 

for the switches. This reduces the oscillations and ripple in the 

battery currents [10]. 

This paper is organized with introduction to the proposed 

structure of the PV standalone system with EV charging station in 

section 1. The section 2 is included with configuration of the 

complete system with design of the circuits and controllers used 

for the stabilization of the system. The EV charging module 

MAFB converter circuit with PI and ANFIS current regulators 

designs are discussed in section 3. The following section 4 has the 

results analysis of the simulations designed and modelled 

operating in different operating conditions. A simulation 

comparative analysis is presented in this section 4 followed by 

conclusion in section 5 validating the optimal controller. The 

references cited in the paper are included at the end of the paper 

after section 5. 

II. CONFIGURATION PROOSED SYSTEM 

As previously mentioned, charging the EV battery packs 

by the conventional fossil fuel sources is futile. Therefore, 

renewable sources need to be installed in the system operating in 

standalone mode. In the proposed system a standalone PV source 

is installed for sharing power to the local load and EV charging 

station for charging the battery pack with renewable power. The 

PV sources use Bifacial PV panels for extra renewable power 

generation with the same solar irradiation. 

Due to the Bifacial structure of the PV panels a 20% 

extra power is generated from the PV plant. Bifacial PV arrays 

are solar panels capable of generating electricity from sunlight on 

both their front and rear sides [11]. These panels capture sunlight 

directly on the front while also utilizing reflected or diffused light 

on the rear. As a result, bifacial PV panels can produce more 

electricity per panel, particularly in environments with high 

albedo, such as snowy areas, sandy locations, or on white roofs. 

Bifacial solar panels can achieve 10–30% more energy 

output compared to traditional single-faced panels, depending on 

installation and the albedo (reflectivity) of the ground surface 

[12]. This increased energy generation per panel reduces the 

overall cost of electricity over the system's lifetime, allowing for 

fewer panels or less land to achieve the same energy output as 

single-faced systems. Many bifacial panels are constructed with 

glass on both sides, which makes them more durable and resistant 

to environmental stressors such as humidity, UV radiation, and 

mechanical loads. 

As a result, they tend to degrade more slowly over time, 

ensuring consistent performance. Bifacial panels can be 

effectively used in various applications, including carports, 

pergolas, or other elevated structures where the rear side can 

receive significant reflected or diffused light [13]. They also 

perform well under cloudy conditions or in areas with 

considerable diffused sunlight, as both sides of the panel can 

contribute to energy generation. 

Standalone photovoltaic (PV) systems, also known as 

off-grid solar systems, operate independently of the utility grid. 

While they provide a clean and renewable energy source, they 

also have some drawbacks and challenges [14]. These systems are 

typically designed to meet a specific energy demand. If energy 

consumption exceeds the system's capacity, upgrades will be 

necessary. Users must manage their energy use carefully to avoid 
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overloading the system, particularly during peak consumption 

times. 

To ensure reliable performance throughout the year, 

standalone systems are often oversized, which can lead to higher 

initial costs and potential energy waste during peak sunlight 

periods [15]. Additionally, these systems are generally not 

suitable for powering high-energy equipment or industrial 

applications without significant scaling. To maintain consistent 

power availability, standalone systems require batteries to store 

energy generated during sunny periods and provide power during 

times of lower generation. The circuit structure of the PV panels 

standalone system with battery storage backup feeding the local 

load and EV charging station is presented in figure 2.  

As observed in figure 2, Bifacial PV array is connected 

to single switch boost converter which is operated using P&O 

MPPT technique [16]. The duty ratio of the switch is changed as 

per the voltage and current of the Bifacial PV array which is 

dependent on solar irradiation. The change in duty ratio is given 

as:  

 
𝐷(𝑛) = 𝐷(𝑛 − 1) +

∫ ∆𝐷  {
𝐼𝑓 𝑃𝑝𝑣(𝑛) > 𝑃𝑝𝑣(𝑛 − 1) 𝑎𝑛𝑑 𝑉𝑝𝑣(𝑛) > 𝑉𝑝𝑣(𝑛 − 1)

𝐼𝑓 𝑃𝑝𝑣(𝑛) < 𝑃𝑝𝑣(𝑛 − 1)𝑎𝑚𝑑 𝑉𝑝𝑣(𝑛) < 𝑉𝑝𝑣(𝑛 − 1)
}   (1) 

𝐷(𝑛) = 𝐷(𝑛 − 1) −

∫ ∆𝐷  {
𝐼𝑓 𝑃𝑝𝑣(𝑛) < 𝑃𝑝𝑣(𝑛 − 1) 𝑎𝑛𝑑 𝑉𝑝𝑣(𝑛) > 𝑉𝑝𝑣(𝑛 − 1)

𝐼𝑓 𝑃𝑝𝑣(𝑛) > 𝑃𝑝𝑣(𝑛 − 1)𝑎𝑚𝑑 𝑉𝑝𝑣(𝑛) < 𝑉𝑝𝑣(𝑛 − 1)
}   (2) 

Figure 2: Circuit structure of standalone PV source with battery 

backup storage. 

Source: Authors, (2025). 

The previous duty ratio 𝐷(𝑛 − 1) is updated by an 

integrated ∆𝐷 value either adding or subtracting the previous duty 

ratio. Here, 𝑃𝑝𝑣(𝑛) and 𝑃𝑝𝑣(𝑛 − 1) are the present and previous 

values of Bifacial PV array power. 𝑉𝑝𝑣(𝑛) and 𝑉𝑝𝑣(𝑛 − 1) are 

the present and previous values of Bifacial PV array voltage.  

On the other hand, the battery storage is connected to 

bidirectional converter with two switches connected in the circuit 

[17]. These two switches are operated alternatively using voltage 

regulator controller. This voltage regulator controller maintains 

the DC common link voltage at specified reference value for 

stability system voltages [18]. The voltage regulator controller for 

the battery storage circuit is presented in figure 3.  

 
Figure 3: Voltage  regulator controller. 

Source: Authors, (2025). 

As per figure 3, the reference DC common link voltage (Vdc*) 

are compared to measured DC link voltage generating error 

voltage (Ve). The Ve signal is given to voltage regulator 

controller to generate duty ratio (Vcc) of the switch Sw1. The Vcc 

is compared to sawtooth generator for generating pulses to the Sw1 

and the NOT gate signal is set to Sw2. Here, the voltage regulator 

controller is PI controller with tuned Kpdc and Kidc (Proportional 

and Integral) gains set as per the DC common link voltage 

stability [19]. The duty ration Vcc is given as:  

𝑉𝑐𝑐 = (𝑉𝑑𝑐
∗ − 𝑉𝑑𝑐) (𝐾𝑝𝑑𝑐 +

𝐾𝑖𝑑𝑐

𝑠
)  (3) 

The stabilized DC common link voltage is fed to three 

phase inverter converting DC to three phase AC feeding the local 

load. The three-phase inverter is controlled by Sin PWM 

technique which generates pulses to the switches by comparing 

three phase Sinusoidal signals with high frequency triangular 

waveform.  

III. MAFB CONTROL DESIGN 

In the proposed system the EV charging station 

connected at the DC common link has multiple bidirectional 

converters [20]. The conventional bidirectional converter with 

two switches has very high-power loss, high ripple and lesser 

efficiency. This converter is replaced with dual active full bridge 

converters for better efficiency, less ripple and reduced power 

loss. 

As the dual active full bridge converter has single input 

and single output terminals, several converters need to be 

connected individually to each EV battery for exchanging power. 

This increases the number of components in the charging station 

which leads to initial installation cost. Therefore, multiple dual 

active full bridge circuits are replaced with a single Multi active 

full bridge (MAFB) topology with single input and multi output 

terminals [21].  

A MAFB topology is a type of DC-DC power converter 

that is widely used in high-power applications, including 

renewable energy systems, electric vehicle chargers, 

uninterruptible power supplies (UPS), and industrial power 

systems. This design is based on the conventional full-bridge 

topology but incorporates advanced techniques to enhance 

efficiency, reduce losses, and facilitate bidirectional power 

transfer. This makes it particularly useful in systems like battery 

storage, where energy needs to flow in both directions for 

charging and discharging. 

The basic topology consists of four active switches, 

typically MOSFETs or IGBTs, arranged in a full-bridge structure. 

These switches alternate between on and off states to generate a 

high-frequency AC signal [22]. A High-Frequency Transformer 

(HFT) is employed to provide galvanic isolation between the 

input and output, while also allowing for voltage scaling (either 

stepping up or stepping down) based on the turns ratio.  
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The converter is capable of operating in both 

rectification and inversion modes, making it ideal for systems like 

energy storage, where power must flow in either direction. 

Techniques such as Zero Voltage Switching (ZVS) and Zero 

Current Switching (ZCS) are utilized to minimize switching 

losses and enhance overall efficiency, particularly at high 

frequencies. 

The converter can incorporate advanced control 

strategies like PS-PM to achieve precise regulation of output 

voltage and current [23]. The MAFB is a versatile and efficient 

solution that meets the growing demand for high-performance and 

reliable power converters in modern applications. Its ability to 

manage bidirectional power flow and maintain high efficiency 

makes it a foundational technology in the field of power 

electronics. The circuit of the MAFB topology connected at the 

DC common link of the standalone system is shown in figure 4.  

The input DC voltage is applied to a full-bridge circuit, 

which is made up of four active switches (either MOSFETs or 

IGBTs) arranged in an "H" configuration. By alternately turning 

these switches on and off in a specific pattern, a high-frequency 

square-wave AC signal is generated at the output of the bridge. 

This switching frequency is typically high, ranging from tens to 

hundreds of kilohertz, which helps reduce the size of the 

transformer and other passive components [24]. The high-

frequency AC produced by the full-bridge circuit is then fed into a 

HFT. 

 

 
Figure 4: MAFB circuit topology for EV charging station. 

Source: Authors, (2025). 

Depending on the application and the turns ratio of the 

transformer, it can step the voltage up or down. The transformer 

also provides electrical isolation between the input and output, 

enhancing safety and noise suppression. On the secondary side of 

the transformer, the high-frequency AC is rectified back into DC 

using diodes or synchronous rectifiers. The resulting rectified 

output is then processed through a filtering stage, usually 

composed of capacitors and inductors, to smooth out any ripples 

and produce a stable DC output voltage.  

The MAFB can be operated in both directions which can 

charge and discharge the EV batteries as per the requirement. 

During charging of the EV batteries, the mode is preferred as 

G2V and during discharging of EV batteries the mode is preferred 

as V2G. In G2V mode the power from the PV source or the 

battery storage module charges the EV batteries. And during V2G 

mode the EV batteries provide power to the local load or charge 

the storage battery [25]. 

These modes are controlled by PS-PM technique which 

creates phase delay in the pulses which receives power. The 

switching pulses of full bridge which delivers power always lead 

to the switching pulses of full bridge which receives power. The 

phase delay in the switching pulses of the receiving full bridge 

varies the voltage developed at the output terminals. 

For higher phase delay, high voltage magnitude is 

generated at the output of the receiving full bridge. Therefore, by 

varying the phase delay of the switches, regulates the EV battery 

charging current [26]. The phase delay signal is generated by a 

phase delay regulator controller which defines the phase delay 

angle of the switches. The control structure of the phase delay 

current regulator is presented in figure 5.  

 

 
Figure 5: Phase delay regulator controller of MAFB circuit. 

Source: Authors, (2025). 

The controller presented in figure 5 comprises of a fixed 

duty ratio (50%) pulse generator producing pulses at high 

frequency of 20kHz. This pulse is directly fed to the sending end 

full bridge switches S1 S4 and with 50% phase delay to switches 

S2 S3. The phase shift angle for the receiving end full bridge 

switches is generated by the Phase delay regulator with maximum 

value of 90degress. 

The regulator receives error current signal (Ie) by 

comparison of reference battery current (Ibat ref) and measured 

battery current (Ibat) of the EV battery pack. The Phase delay 

regulator is a PI controller with optimal Kpph and Kiph values 

which are tuned as per the current response of the EV battery 

pack. The phase delay signal ‘Ph’ is given as:  
 

𝑃ℎ = (𝐼𝑏𝑎𝑡 𝑟𝑒𝑓 − 𝐼𝑏𝑎𝑡) (𝐾𝑝𝑝ℎ +
𝐾𝑖𝑝ℎ

𝑠
)  (4) 

PI controllers are not ideal for systems with rapidly 

changing dynamics or significant disturbances. They can 

experience overshoot or oscillations during transient conditions, 

especially if the controller gains are not tuned properly. Unlike 

more advanced controllers, such as PID or model-based 

controllers, PI controllers cannot predict future errors or anticipate 

changes in system behaviour.  

This lack of predictive capability often results in slower 

response times in dynamic systems. The integral term in the PI 

controller accumulates error over time, which may lead to delayed 

corrective actions in the face of sudden disturbances. Therefore, 

proper tuning of the proportional (P) and integral (I) gains is 

essential for optimal performance. If these gains are not tuned 

correctly, the controller may exhibit problems such as instability, 

sluggishness, or excessive overshoot. Therefore, the conventional 

PI controller is replaced with advanced controller ANFIS 
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regulator for generating the phase delay angle of the receiving end 

full bridge switches [27].  

The ANFIS is a hybrid model that merges the learning 

capabilities of neural networks with the reasoning abilities of 

fuzzy logic. It is commonly used in applications that require 

intelligent, adaptive, and efficient control or prediction systems. 

ANFIS automatically adjusts membership functions and fuzzy 

rules based on input-output data, which enhances its performance 

in dynamic or complex environments. 

This system is particularly effective for modelling and 

controlling highly nonlinear systems, where traditional methods 

often struggle. During the training process, ANFIS optimizes its 

parameters, such as membership functions and rule weights, 

making it self-tuning and reducing the need for manual 

adjustments [27].  

By integrating the interpretability of fuzzy logic with the 

learning capabilities of neural networks, ANFIS enhances 

decision-making in uncertain or ambiguous situations. The 

proposed ANFIS regulator comprises single input and single 

output variables. The input variable ‘E’ and output variable ‘Ph’ 

are added with seven membership functions (MFs) in each 

variable. 

The input MFs are added with ‘triangular’ shape and the 

output MFs are constants. The input variable is set with a range of 

-100 to 100, considered as per the maximum and minimum error 

current. The phase delay Ph is set with a range from -0.0001 to 

0.0001, set as the per the response of the controller. The MFs of 

the two variables ‘E’ and ‘Ph’ are presented in figure 6. 

 

 
Figure 6: ANFIS variable MFs. 

Source: Authors, (2025). 

Each MF is defined with specific name given as per the 

position of the MF in the given range. On the negative side 

(below zero) MFs are named as NB (Negative Big), NM 

(Negative Medium) and NS (Negative Small). And on the 

positive side (above zero) are named as PS (Positive Small), 

Positive Medium (PM) and PB (Positive Big). However, the MF 

at the centre is named as ZE (Zero). Each MF convers a specific 

range which defines the input signals MF. 

The output value is generated by rule base of the ANFIS 

controller given as per the requirement. The rule base used in the 

ANFIS modelling is ‘Linear rule base’ with only seven rules set 

as per the input and output MFs. The ANFIS is then trained using 

‘back propagation’ optimization technique in the tool with the 

data provided by the input and output of the PI regulator [28]. The 

new trained data of the ANFIS tool can be observed in figure 7.  

 

 
Figure 7: ANFIS trained data. 

Source: Authors, (2025). 

This trained ANFIS data is exported to the current 

regulator of the MAFB phase delay controller. The ANFIS phase 

delay regulator generates a stable, less oscillations phase delay 

signal controlling the full bridge converter with more stability. 

This reduces the ripple and response time of the EV battery 

current for the same reference signal of the controller. A 

comparative analysis between both the phase delay regulators (PI 

and ANFIS) is included in following section. 

IV. SIMULATION ANALYSIS 

The simulation modeling of the proposed standalone 

Bifacial PV array with battery backup storage module connected 

to local load and EV charging station in done using Simulink 

blocks of MATLAB software. The main blocks are taken from 

the Simulink library of ‘Electrical’ sub category and control 

blocks are taken from ‘Continuous’ and ‘Signal routing’ sub 

categories. The simulation blocks are updated as per the 

parameters given in table 1. 

Table 1: Simulation parameters. 

Name of the module Parameters 

Bifacial solar module 

Vmp = 76.7V, Imp = 5.8A,  Voc = 90.5V, Isc = 6.21A, Ns = 4, Np = 40, Ppv front = 71.2kW, Ppv back= 

71.2kW * 0.2 = 14.2kW, Boost converter: Cin = 100µF, Lb=1mH, Cdc = 12mF, MPPT ∆𝐷=0.05, 
MPPT gain = 5, Dint = 0.5, fs = 5kHz. 

Battery storage module 
Vnom = 500V, Capacity = 200Ah, SOCint = 90% Bidirectional converter: Lbb = 161.95µH, Cout = 
220µF, Vdcref = 725V, Kp = 0.02, Ki = 0.0023, fc = 5kHz.  

Local load Three phase Sinusoidal inverter-controlled load = 10kW  

Conventional EV charging station Cin = 220µF, Lbdc = 161.95µH, Rigbt = 1mΩ, Cout = 0.52443mF, Kpi = 2, Kii = 0.0023, fsw = 5kHz.  

MAFB EV charging station 
Rigbt = 1mΩ, HFTF: Pn = 100kVA, fn = 50kHz, 1:1, Rn = 0.1Ω, Ln = 2µH, Rm = 500Ω, Lm = 1mH.  

Kpph = 0.01e-6; Kiph = 7e-7 

EV batteries 
EV1 - BMW i3 2019: Vnom = 353V, Capacity = 120Ah EV2 - Volkawagen e-golf: Vnom=323V, 

Capacity = 110Ah EV3 - Fiat 500e: Vnom = 364V, Capacity = 66Ah 

Source: Authors, (2025). 
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With the given simulation parameters the model is 

updated and the simulation of the model is run with G2V and 

V2G modes for 1sec simulation time. The graphs of each module 

are presented in both operating modes of the MAFB showing the 

versatility of the converter. All the graphs of the voltages, 

currents and powers are plotted with time as reference.  

The figure 8 represents the characteristics of Bifacial PV 

source with constant solar irradiation of 1000W/m2. The voltage 

of the Bifacial PV array is set at 300V and the combined currents 

of front and back panels is 280A. The figure 9 represents the 

characteristics of storage battery pack. Initially the battery storage 

discharges to stabilize the DC common link voltage which later 

on charges with the excess PV power generated. The charging of 

the battery is represented by negative current direction of 40A and 

raising SOC (State of Charge).  

 

 
Figure 8: Bifacial PV array characteristics. 

Source: Authors, (2025). 

The figure 8 represents the characteristics of Bifacial PV 

source with constant solar irradiation of 1000W/m2. The voltage 

of the Bifacial PV array is set at 300V and the combined currents 

of front and back panels is 280A. The figure 9 represents the 

characteristics of storage battery pack. Initially the battery storage 

discharges to stabilize the DC common link voltage which later 

on charges with the excess PV power generated. The charging of 

the battery is represented by negative current direction of 40A and 

raising SOC (State of Charge).  

Figure9: Storage battery module characteristics during G2V mode 

Source: Authors, (2025). 

 
Figure 10: Active powers of Bifacial PV array, battery, load and 

DC common voltage during G2V 

The active powers of all the modules are presented in 

figure 10 when the MAFB is operated in G2V mode. In this mode 

the power from the DC common link is transferred to the EV 

batteries with phase delay controller limiting the charging 

currents of the batteries. The total power generated by the Bifacial 

PV array is noted to be 82kW from which 10kW is consumed by 

local load, 44kW is consumed by EV charging station and the 

battery storage charges with 21kW. 

Here, the missing 7kW is considered to be conversion 

loss or conduction loss of the components used in the system. The 

figure 11 represents the charging active powers of each EV 

battery connected on the secondary side of the MAFB. As per the 

limiting reference current set at 40A in the current controller the 

EV1 and EV3 battery takes 15kW, EV2 takes 14kW with a 

complete consumption of 44kW by the charging station.  

 

 
Figure 11: Active powers of EVs during G2V mode 

Source: Authors, (2025). 
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Figure 12: Phase delay time of EV full bridges switches during 

G2V mode. 

Source: Authors, (2025). 

The figure 12 shows the phase delays of each full bridge 

switches which is generated by the phase delay regulator 

controller. This time delay is caused in the pulses of the 

secondary bridges to ensure power consumption from the primary 

side winding of the HFT. In the next operating mode, the system 

is now operated in V2G mode where all the EVs are discharged 

injecting power to the battery storage module connected at the DC 

common link. 

The figure 13 has the graphs of all the modules when 

operating in V2G mode. The Bifacial PV power and local load 

power are intact with 82kW and 10kW respectively. The battery 

power is increased to 140kW negative direction representing 

charging from PV panels and EV batteries. Adding the both the 

PV source power of 72kW after local load consumption and total 

EV charging station power of 80kW charges the battery storage 

with 140kW. Here, the conversion loss is 12kW in V2G mode. 

 

Figure 13: Active powers of Bifacial PV array, battery, load and 

DC common voltage during V2G. 

Figure 14: Active powers of EVs during V2G mode. 

Source: Authors, (2025). 

As per figure 14 each EV battery is discharged with 

powers around 30kW with a total discharge power of 90kW 

injected to the DC common link in V2G mode. The phase delay 

time generated by the phase delay regulator controller in V2G 

mode is presented in figure 15 

Figure 15: Phase delay time of DC common link connected full 

bridge during V2G mode. 

Source: Authors, (2025). 

The phase delay regulators are now updated with ANFIS 

replacing the PI controller and the simulation is run for the same 

ratings of the system and modes. The battery currents comparison 

with both the controllers can be observed in figure 16 and 17 in 

G2V and V2G modes respectively.  

Figure 16: EV battery current comparison during G2V mode 

Source: Authors, (2025). 
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Figure 17: DC common link side full bridge output current 

comparison during V2G mode. 

Source: Authors, (2025). 

As observed from the battery current and primary full 

bridge currents in figure 16 and 17, the ripple and settling time 

are drastically reduced when the phase delay regulator is operated 

by ANFIS controller. This creates stability in the battery cells and 

the voltages of the system making it more robust to the changes 

occur in the circuits. The table 2 and 3 are the parametric 

comparison of the battery current characteristics in both operating 

modes G2V and V2G.  

Table 2: Current characteristics comparison in G2V mode. 

Name of the parameter PI ANFIS 

Peak overshoot 47A 45A 

Actual value 41A 39.5A 

Settling time 0.2sec 0.03sec 

Ripple 7.6% 3.8% 

Source: Authors, (2025). 

Table 3: Current characteristics comparison in V2G mode. 

Name of the parameter PI ANFIS 

Peak overshoot 150A 155A 

Actual value 95A 90A 

Settling time 0.02sec 0.003sec 

Ripple 10.5% 3.2% 

Source: Authors, (2025). 

V. CONCLUSIONS 

The implementation of standalone Bifacial PV source 

with battery storage backup connected to local AC load and EV 

charging station is successfully implemented. The conventional 

EV charging station with traditional bidirectional converter is 

replaced with MAFB topology with single input and multi output 

ports. The primary side full bridge of the MAFB is connected to 

DC common link where PV source, battery storage and local load 

are parallelly connected. 

The MAFB topology has the capability to operate in both 

directions charging and discharging the EV batteries as per the 

requirement.The phase delay regulator controller of the MAFB is 

designed with PI regulator initially for limiting the charge and 

discharged currents of the EV batteries. Due to high damping of 

the controller more oscillations are generated in the phase delay 

time signal leading to higher ripple and settling time in the battery 

currents. 

The PI controller is later replaced by ANFIS regulator 

for controlling the phase delay time value improving the EV 

battery current and full bridge current characteristics. As per the 

table 2 and 3 operating the MAFB with PI and ANFIS regulators 

in both G2V and V2G modes it is observed that there is a 

significant improvement in the current characteristics when 

operating with ANFIS controller. There is a drastic drop in ripple 

and settling time of the EV batteries and output current of the 

primary bridge when the MAFB is operated with ANFIS 

regulator. The current regulator can further be updated with 

adaptive controllers to reduce the peak overshoot and ripple 

content to lower values to ensure more stability of the EV battery 

units.  

VI. AUTHOR’S CONTRIBUTION 
 

Conceptualization: Author One, Author Two and Author Three. 

Methodology: Author One and Author Two. 

Investigation: Author One and Author Two, and Author Three. 

Discussion of results: Author One, Author Two and Author 

Three. 

Writing – Original Draft: Author One. 

Writing – Review and Editing: Author One and Author Two. 

Resources: Author Two. 

Supervision: Author Two and Author Three. 

Approval of the final text: Author One, Author Two and Author 

Three. 

VII. REFERENCES 
 
[1] Mikalai Filonchyk, Michael P. Peterson, Lifeng Zhang, Volha Hurynovich, Yi 

He, “Greenhouse gases emissions and global climate change: Examining the 
influence of CO2, CH4, and N2O,” Science of The Total Environment, Volume 

935, 2024, 173359, ISSN 0048-9697, 

https://doi.org/10.1016/j.scitotenv.2024.173359.  
 

[2] Höök, Mikael & Tang, Xu. (2013). Depletion of fossil fuels and anthropogenic 

climate change - A review. Energy Policy. 53. 797-809. 
10.1016/j.enpol.2012.10.046. 

 

[3] Tonmoy Choudhury, Umar Nawaz Kayani, Azeem Gul, Syed Arslan Haider, 
Sareer Ahmad, “Carbon emissions, environmental distortions, and impact on 

growth,” Energy Economics, Volume 126, 2023, 107040, ISSN 0140-9883, 

https://doi.org/10.1016/j.eneco.2023.107040. 
 

[4] Osman, A.I., Chen, L., Yang, M. et al. Cost, environmental impact, and 

resilience of renewable energy under a changing climate: a review. Environ Chem 
Lett 21, 741–764 (2023). https://doi.org/10.1007/s10311-022-01532-8 

 

[5] Alanazi, F. Electric Vehicles: Benefits, Challenges, and Potential Solutions for 
Widespread Adaptation. Appl. Sci. 2023, 13, 6016. 

https://doi.org/10.3390/app13106016 

 
[6] U. N. A. Siddiqui and V. A. Kulkarni, "Grid Connected Electric Vehicle 

Charging Station with Multi Renewable Source," 2022 IEEE 7th International 

conference for Convergence in Technology (I2CT), Mumbai, India, 2022, pp. 1-5, 
doi: 10.1109/I2CT54291.2022.9824620. 

 

[7] P. C. D. Goud, C. S. Nalamati and R. Gupta, "Grid Connected Renewable 
Energy Based EV Charger with Bidirectional AC/DC Converter," 2018 5th IEEE 

Uttar Pradesh Section International Conference on Electrical, Electronics and 

Computer Engineering (UPCON), Gorakhpur, India, 2018, pp. 1-6, doi: 
10.1109/UPCON.2018.8596882. 

 

[8] Sami Jouttijärvi, Gabriele Lobaccaro, Aleksi Kamppinen, Kati Miettunen, 
“Benefits of bifacial solar cells combined with low voltage power grids at high 

latitudes,” Renewable and Sustainable Energy Reviews, Volume 161, 2022, 

112354, ISSN 1364-0321, https://doi.org/10.1016/j.rser.2022.112354. 
 

[9] Koohi, P.; Watson, A.J.; Clare, J.C.; Soeiro, T.B.; Wheeler, P.W. A Survey on 

Multi-Active Bridge DC-DC Converters: Power Flow Decoupling Techniques, 
Applications, and Challenges. Energies 2023, 16, 5927. 

https://doi.org/10.3390/en16165927 
 

[10] J. Mukhopadhyay, S. Choudhury and S. Sengupta, "ANFIS Based Speed and 

Current Controller for Switched Reluctance Motor," 2021 IEEE 4th International 
Conference on Computing, Power and Communication Technologies (GUCON), 

Kuala Lumpur, Malaysia, 2021, pp. 1-6, doi: 

10.1109/GUCON50781.2021.9573617. 
 

[11] Eduardo Lorenzo, “On the historical origins of bifacial PV modelling,” Solar 

Energy, Volume 218, 2021, Pages 587-595, ISSN 0038-092X, 
https://doi.org/10.1016/j.solener.2021.03.006. 

Page 115

https://doi.org/10.1016/j.scitotenv.2024.173359
https://doi.org/10.1016/j.eneco.2023.107040
https://doi.org/10.1007/s10311-022-01532-8
https://doi.org/10.3390/app13106016
https://doi.org/10.3390/en16165927
https://doi.org/10.1016/j.solener.2021.03.006


 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 108-116, March/ April, 2025. 

 

 

[12] Chraiga, Hassen Ayed. (2024). MATLAB based modeling to study the 
performance of bifacial solar PV system under various operating conditions .. 

10.13140/RG.2.2.31357.58086. 

 
[13] Badran, G., Dhimish, M. Comprehensive study on the efficiency of vertical 

bifacial photovoltaic systems: a UK case study. Sci Rep 14, 18380 (2024). 

https://doi.org/10.1038/s41598-024-68018-1 
 

[14] Debnath, Dipankar & Chatterjee, Kishore. (2015). Two-Stage Solar 

Photovoltaic-Based Stand-Alone Scheme Having Battery as Energy Storage 
Element for Rural Deployment. Industrial Electronics, IEEE Transactions on. 62. 

4148-4157. 10.1109/TIE.2014.2379584. 

 
[15] Rekha Chandola, Ashish K. Panchal, “A standalone photovoltaic energy 

storage application with positive pulse current battery charging,” Journal of 

Energy Storage, Volume 85, 2024, 111184, ISSN 2352-152X, 
https://doi.org/10.1016/j.est.2024.111184. 

 

[16] Javed, K.; Ashfaq, H.; Singh, R.; Hussain, S.M.S.; Ustun, T.S. Design and 
Performance Analysis of a Stand-alone PV System with Hybrid Energy Storage 

for Rural India. Electronics 2019, 8, 952. 

https://doi.org/10.3390/electronics8090952 
 

[17] Jose, Kiran & Mohammed Sulthan, Sheik & Mansoor, O.. (2022). 

Performance Study of Solar PV System with Bifacial PV Modules. 10.1007/978-
981-19-4971-5_48. 

 

[18] Ganesh, D. & Moorthi, Sridivya & Sudheer, H.. (2012). A Voltage Controller 
in Photo-Voltaic System with Battery Storage for Stand-Alone Applications. 

International Journal of Power Electronics and Drive Systems. 2. 9-18. 

10.11591/ijpeds.v2i1.127. 
 

[19] Jamroen, Chaowanan & Pannawan, Akekachai & Sirisukprasert, Siriroj. 

(2018). Battery Energy Storage System Control for Voltage Regulation in 
Microgrid with High Penetration of PV Generation. 1-6. 

10.1109/UPEC.2018.8541888. 

 
[20] A. K. Bhattacharjee, N. Kutkut and I. Batarseh, "Review of multiport 

converters for solar and energy storage integration", IEEE Trans. Power Electron., 

vol. 34, no. 2, pp. 1431-1445, Feb. 2019. 
 

[21] V. Uttam and V. M. Iyer, "A Unified Modeling Approach for a Multi-Active 

Bridge Converter," 2022 International Power Electronics Conference (IPEC-
Himeji 2022- ECCE Asia), Himeji, Japan, 2022, pp. 1614-1620, doi: 

10.23919/IPEC-Himeji2022-ECCE53331.2022.9807074. 
 

[22] S. Bandyopadhyay, P. Purgat, Z. Qin and P. Bauer, "A Multiactive Bridge 

Converter With Inherently Decoupled Power Flows," in IEEE Transactions on 
Power Electronics, vol. 36, no. 2, pp. 2231-2245, Feb. 2021, doi: 

10.1109/TPEL.2020.3006266. 

 
[23] S. Bandyopadhyay, Z. Qin and P. Bauer, "Decoupling Control of Multiactive 

Bridge Converters Using Linear Active Disturbance Rejection," in IEEE 

Transactions on Industrial Electronics, vol. 68, no. 11, pp. 10688-10698, Nov. 
2021, doi: 10.1109/TIE.2020.3031531.  

 

[24] H. Chen, Z. Hu, H. Luo, J. Qin, R. Rajagopal and H. Zhang, "Design and 
planning of a multiple-charger multiple-port charging system for PEV charging 

station", IEEE Trans. Smart Grid, vol. 10, no. 1, pp. 173-183, Jan. 2019. 

 
[25] J. Schäfer, D. Bortis and J. W. Kolar, "Multi-port multi-cell DC/DC converter 

topology for electric vehicle's power distribution networks", Proc. IEEE 18th 

Workshop Control Model. Power Electron., pp. 1-9, 2017. 
 

[26] Y. Chen, P. Wang, H. Li and M. Chen, "Power flow control in multi-active-

bridge converters: Theories and applications", Proc. IEEE Appl. Power Electron. 
Conf. Expo., pp. 1500-1507, 2019. 

 

[27] P. Mitra, S. Maulik, S. P. Chowdhury and S. Chowdhury, "ANFIS Based 
Automatic Voltage Regulator with Hybrid Learning Algorithm," 2007 42nd 

International Universities Power Engineering Conference, Brighton, UK, 2007, 

pp. 397-401, doi: 10.1109/UPEC.2007.4468980. 
 

[28] M. Jamma, M. Akherraz and M. Barar, "ANFIS Based DC-Link Voltage 

Control of PWM Rectifier-Inverter System with Enhanced Dynamic 
Performance," IECON 2018 - 44th Annual Conference of the IEEE Industrial 

Electronics Society, Washington, DC, USA, 2018, pp. 2219-2224, doi: 

10.1109/IECON.2018.8591620. 
 

Page 116

https://doi.org/10.1016/j.est.2024.111184
https://doi.org/10.3390/electronics8090952


Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v.11 n.52, p. 117-130. March / April, 2025. 

DOI: https://doi.org/10.5935/jetia.v11i52.1553. 
 

RESEARCH ARTICLE                                                                                                                                             OPEN ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  

POTENTIAL ADOPTION OF BLOCKCHAIN IN FOOD COLD SUPPLY 

CHAIN: A BIBLIOMETRIC STUDY AND FUTURE RESEARCH AGENDA 

Thabed Tholib Baladraf 1, Marimin Marimin 1 

1,2 IPB University, Bogor, Indonesia 

1 https://orcid.org/0000-0002-4953-1318  , 2 https://orcid.org/0000-0002-9415-5008  

Email: thabedtholib@apps.ipb.ac.id, marimin@apps.ipb.ac.id 

ARTICLE INFO  ABSTRACT 

Article History 

Received: January 11, 2025 

Revised: February 20, 2025 

Accepted: March 15, 2025 

Published: March 31, 2025 

 
 

The food cold chain represents a crucial aspect of the highly sensitive food industry. 

Insufficient supervision can give rise to a range of adverse consequences, including conta  

mination, fraud, and food waste. In line with technological advancement, the 

implementation of cold chains is becoming increasingly integrated with digital solutions, 

with blockchain technology representing a notable example. However, some bibliometric 

analyses have not focused on the cold supply chain, limiting their scope to the supply chain 

in general. Consequently, further studies are required to gain a more comprehensive 

understanding of this complex and evolving field. The objective of this analysis is to provide 

a bibliometric examination of the potential implementation of blockchain technology in the 

context of food cold chains. This will facilitate the identification of the most recent 

developments, prevailing trends, and research gaps that require further investigation. This 

research uses the combination of PRISMA and bibliometric analysis method through 

Biblioshiny and Vosviewer using 201 scientific articles. The results show that this topic has 

an annual growth of 96.77%, and there are 3 interesting research clusters, namely 1) 

blockchain technology transformation in improving traceability and reducing food waste, 2) 

blockchain technology in improving the competitiveness of cold supply chain companies, 

and 3) blockchain that can improve food safety, leading to increased consumer confidence. 

Based on the major themes obtained and strategic diagram, there are various future research 

opportunities, including capability freight transportation, deteoritation, food contamination, 

storage and transportation, carbon emissions, competitiveness, delphi analysis, agricultural 

products and sales.  
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I. INTRODUCTION 

 

Agricultural, livestock, and fishery commodities are products 

that are used to fulfill daily needs by humans. However, 

agricultural, livestock, and fishery commodities have 

characteristics that are sensitive, perishable, and have a relatively 

short shelf life [1]. Some commodities that are sensitive and 

perishable include milk, fish, meat, fruits, and vegetables, so they 

need to be distributed in a cold storage called a cold supply chain 

[2]. Cold supply chain is a supply chain management for 

commodities, especially agriculture, livestock, and fisheries, which 

have perishable properties by maintaining their temperature and 

humidity from the production process to reach consumers to remain 

in optimal conditions [3], [4]. The application of cold supply chains 

is a very good thing because the quality and selling value of these 

commodities can be well maintained from upstream to downstream 

[5]. The cold supply chain can also prevent the delivered 

agricultural commodities from becoming food waste and food loss.  

However, in its implementation, there are still various 

problems faced in the cold supply chain process that occurs. The 

crucial problem encountered is the poor handling of the cold supply 

chain which causes a decrease in the quality of commodities during 

the process to become food waste. Referring to the United Nations 

Environment Programme, the cold supply chain is the highest 

contributor to food loss and food waste in the world with a total of 

526 million metric tons of waste or 12% of the total food waste in 
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the world [6]. Poor handling of the cold supply chain is caused by 

the incompetence of workers, the occurrence of violations or fraud, 

and the lack of traceability in the cold supply chain implemented 

[7]–[9]. This certainly has a negative impact on the course of the 

supply chain and has the potential to cause chain damage [10]. 

Therefore, research on cold supply chain traceability is very 

important to be carried out, one of which is through blockchain 

technology. 

Blockchain is decentralized data that involves a credentialed 

block chain that cannot be changed, deleted, or removed [11]. 

Blockchain is a system that is chronologically connected to one 

another [12]. This makes blockchain a technology that can 

anticipate the occurrence of fraud or falsification of data. In its 

implementation, blockchain has a very broad application in various 

fields including government [13], economy [14], health [15], [16], 

automotive [17], and supply chain [18]–[20]. Based on the 

characteristics and advantages of blockchain, it has great potential 

to be applied to the cold supply chain to increase consumer 

confidence, preserve consumer rights, and maintain quality [21].  

Several studies applying blockchain to cold supply chains are 

currently being favored by researchers as it provides a positive 

multiplier effect. Research by Ma et al. applied blockchain 

technology to the cold supply chain to detect contamination in 

products distributed to consumers [22]. On the other hand, Ali et 

al. applied blockchain to trace the traceability of the halalness of an 

agricultural product [23]. Liu et al. also conducted similar research 

by utilizing blockchain to trace the freshness of an agricultural 

product from upstream to downstream [24]. 

The bibliometric study in this research will provide a new 

perspective on the application of blockchain in the cold supply 

chain and is different from previous studies that discuss digital 

supply chains in general. 

This study will discuss in depth and specifically the 

implementation of blockchain in the cold supply chain starting 

from the latest developments, trends that are in vogue, to potential 

research opportunities so that the hope is that it can provide new 

knowledge for agro-industry players to academics. In more detail, 

this research aims to answer several research questions that are 

presented as follows: 

 

Q1: What is the current state of research on the application of 

blockchain to the cold food supply chain? 

Q2: What are the most prolific and influential articles, sources, and 

countries in research on blockchain applications in the cold food 

supply chain? 

Q3: What are the favored research trends on the application of 

blockchain to the cold food supply chain? 

Q4: What are the gaps and potential future research opportunities 

in the application of blockchain to the cold food supply chain? 

II. THEORETICAL REFERENCE 

II.1 BLOCKCHAIN 

Blockchain can be described as a technology in the form of 

interconnected blocks of blocks containing transactions with a 

decentralized system and cannot be modified in the system [25]. In 

its implementation, blockchain has four main attributes, namely 

decentralized structure, cryptographic system, consensus 

mechanism, and smart contract [26]. 

A decentralized system means that all parties involved have 

equal access and visibility of data, a cryptographic system is a 

random code that records or tracks a chain of data over time 

through a block that contains a hash and cannot be modified, a 

consensus mechanism is the principle of retrieving some important 

information from cryptographic data, while a smart contract is an 

agreement feature in a transaction that can be recorded in data [27]. 

In its application in the supply chain system, blockchain has 

great potential to be applied because there are several factors that 

support it. According to Wang et al., these supporting factors 

include the creation of a supply chain based on full trust, 

simplifying the complexity of a more visible supply chain, product 

security and authenticity, and finally increasing the fight against 

fraud and fraud [28]. 

Some of the broad uses of blockchain include digitizing 

transactions, improving data security, and implementing smart 

contracts in the process. Blockchain is also often combined with 

other technologies to optimize its performance such as sensors and 

the internet of things [29], [30] 

II.2 FOOD COLD SUPPLY CHAIN 

The cold supply chain of food commodities is the process of 

transforming raw products into semi-finished or finished materials 

but at low temperatures [31]. Cold supply chains aim to maintain 

the quality of food products during the production, storage or 

shipping process while reducing the food waste created [32], [33]. 

In addition, the cold supply chain of food for some time also serves 

to prevent food products from contamination that threatens food 

safety [4]. 

In its implementation, cold supply chains in the food sector 

often use several modes of transportation such as refrigerated 

trucks, refrigerated trains, or refrigerated ships [34]. Based on the 

literature review, food cold supply chains have the main 

disadvantage of difficult monitoring of temperature, humidity, and 

traceability. Poor monitoring will lead to various frauds or cooling 

temperature errors that result in a decrease in the quality of food 

products and create food waste. 

The food cold supply chain is the largest contributor to food 

waste in the world with a proportion of 20%. It is necessary to 

combine the cold supply chain with technologies such as the 

internet of things, machine learning, artificial intelligence, deep 

learning, RFID, and blockchain to facilitate monitoring activities 

carried out [35], [36]. 

 

III. MATERIALS AND METHODS 

This research uses the preferred reporting items systematic 

review and meta analysis (PRISMA) and combines it with 

bibliometric analysis to find out the research trends that occur in a 

sector so that it can be known which research is often done and 

which research gets less attention. 

The combination of PRISMA systematic literature review 

and bibliometric analysis is often used because it successfully helps 

researchers find research gaps and potential topics [37], [38]. In the 

analysis conducted, several software tools were used, including 

Vosviewer and Biblioshiny through R. Vosviewer and Biblioshiny 

are useful software for summarizing previous research both 

qualitatively and quantitatively. In addition, the software helps in 

the data visualization process so that the data collected is easier to 

understand. 

There are several steps that need to be applied in conducting 

combination PRISMA method and bibliometric analysis, including 

conducting literature studies, identification and screening data 

collection (open acces and english articles), screening data 

selection through eligibility literature, and conducting bibliometric 

analysis (qualitative synthesis, quantitative synthesis, research gap, 
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and further research agenda). As for the details regarding the 

research framework using PRISMA in this study it is presented in 

Figure 1. 
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Figure 1: PRISMA research framework. 

Source: Authors (2025). 

In the literature study stage, a literature search related to 

blockchain and cold supply chain was conducted through credible 

international sources, namely Scopus. In the identification and 

screening data collection, several rules were used in accordance 

with the criteria of the topic being analyzed. Some of the criteria 

set are research publications using English, published in 2019-

2024, publications in the form of experimental articles, publication 

must open acces, and using several keywords combination  to 

obtain accurate analysis using logic gate including “blockchain”, 

“ethereum”, “hyperledger fabric”, “food”, “agriculture”, 

“perishable”, “cold chain”, “supply chain”, “management”, 

“logistics”, “transport”. The results of the literature search through 

scientific databases that have been carried out managed to get 351 

scientific articles related to the application of blockchain 

technology in the cold supply chain. 

The data that has been collected is then screening data to 

eliminate close access literature and do not meet the criteria so that 

201 articles are ready to be analyzed. Bibliometric analysis will 

provide a comprehensive, coherent, and broad explanation of the 

application of blockchain and cold supply chains. In more detail, 

bibliometric analysis will provide information on the distribution 

of research fields, the distribution of researchers, and the 

productivity of a research field [39]. 

This is certainly useful for finding the latest trends and 

providing knowledge for the industry to develop. In this 

bibliometric analysis, the results will be presented quantitatively, 

qualitatively, and visually because there are several things that will 

be analyzed, including research trend analysis, research 

distribution, keywords, and research gaps. 

IV. RESULTS AND DISCUSSIONS 

IV.1 PERFORMANCE ANALYSIS 

Research performance analysis is the first thing that is done 

to identify developments and provide an overview of blockchain 

research in the cold supply chain. The topic of blockchain research 

on the cold supply chain is an interesting new field and is 

experiencing very rapid development. In the 2019-2024 period 

there were 201 research publications produced by 639 researchers 

and obtained from 113 sources publisher. 

Blockchain research on the cold supply chain also has a very 

good impact and development with an average citation of 22.51 per 

document and an annual growth rate of 96.77%. This shows that 

blockchain research on the cold supply chain is something 

interesting with significant growth year on year, but further 

identification is needed to find out the current trends and gaps that 

need to be filled for the future. The summary of research 

performance in the field of blockchain in the cold supply chain is 

presented in Table 1 and Figure 2. 

Table 1: Descriptive analysis of research performance 

Component Description Result 

Publication Total number of research publications  201 

Publication Period Active period of research publications 2019-2024 

Productivity Publication/period 33,5 

Source Total number of journal sources in related fields 113 

Total Citation Total number of citations in related fields 4.525 

Average Citations per Document Total citation/publication 22,51 

Average Citations per Year Total citation/period 754 

Total Author Total research authors contributing to the field 639 

Single Author Publication Individual research publications 6 

Group Author Publication Group research publications 195 

Collaboration Index Total author/publication 3,18 

Collaboration Coefficiency (1- (publication /total author) 0,69 

Source: Authors (2025) 
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Figure 2: Year on year research trends 

Source: Authors (2025)

IV.2 SCIENCE MAPPING 

Research mapping is a section that will explain the 

distribution of research on the application of blockchain in the cold 

supply chain in a structured manner by analyzing several things 

such as the distribution of researchers, the distribution of sources, 

the distribution of countries, and the distribution of keywords. 

Some of these things will be analyzed for their impact through the 

number of publications and citations. 

Citation is often used as an indicator in measuring the quality 

and impact of a study because it shows the usefulness and 

relationship of one study with another [40]. In more detail, citations 

are divided into two types in bibliometric analysis, namely global 

citation and local citation. Global citation is defined as citations 

obtained from various studies on the internet, while local citation 

is a citation obtained from 201 studies involved in bibliometric 

analysis.  

Based on the analysis conducted on total global citations, the 

research on the application of blockchain in the cold supply chain 

with the title of “A Systematic Literature Review on Machine 

Learning Applications for Sustainable Agriculture Supply Chain 

Performance” by Sharma et al. [41] received the highest total 

global citations with 427 global citations. Followed by the research 

of Rejeb et al. [42] titled “Leveraging the Internet of Things and 

Blockchain Technology in Supply Chain Management” with 280 

total global citations. Meanwhile, the research of Tsang et al. [43] 

titled “Blockchain-Driven IoT for Food Traceability With an 

Integrated Consensus Mechanism” received the third highest 

global citations with 216 total global citations. 

In total local citations, the study by Tsang et al. [43] titled 

“Blockchain-Driven IoT for Food Traceability With an Integrated 

Consensus Mechanism” received the highest total local citations 

with 15 total local citations. Followed by the research of Aamer et 

al. [44] with the title "The Internet of Things in The Food Supply 

Chain: Adoption Challenges," which received 5 total local 

citations. Meanwhile, the research of Masudin et al. [45] titled "The  

Effect of Traceability System and Managerial Initiative on 

Indonesian Food Cold Chain Performance: A Covid-19 Pandemic 

Perspective" is in third place with 4 total local citations. The 

complete analysis of the top 10 scientific articles on blockchain 

implementation in the cold supply chain based on global and local 

citations is presented in Table 2 below. 

Table 2: Top 10 best scientific articles based on global and local citations. 

Articles TGC Articles TLC 

Sharma, 2020, Compt Ops Res 427 Tsang, 2019, IEEE 15 

Rejeb, 2019, Future Internet 280 Aamer, 2021, Benchmarking 5 

Tsang, 2019, IEEE 216 Masudin, 2021, Global J Flex Sys Man 4 

Ali, 2021, Tech Forecast Soc Change 153 Kumar, 2020, Benchmarking 4 

Golpîra, 2021, J Ind Infor Integr 120 Kayikci, Int J Log Manag 4 

Ali, 2022, J Bus Res 118 Feng, 2020, IEEE 3 

Wu, 2023, Int J Prod Res 116 Afreen, 2021, IEEE 2 

Liu, 2021, Trans Res Part E Log Trans Rev 88 Kumar, 2022, Ops Manag Res 2 

Kumar, 2020, Benchmarking 86 Kashyap, 2023, Benchmarking 1 

Mishra, 2022, Int J Logist Manag 83 Gupta, 2024, Benchmarking 1 

Note: TGC = Total Global Citation; TLC = Total Local Citation 

Source: Authors (2025). 

Further analysis to determine the impact of researchers also 

included co-citation analysis. In simple terms, co-citation can be 

defined as a shared citation in a third article from other researchers 

[46]. In the co-citation analysis, the researchers were divided into 

two clusters based on the similarity of research topics, namely 

cluster 1 with red color and cluster 2 with green color. In cluster 1, 

Zhang X is the most dominant researcher, followed by Zhang J, 

Wang X, Wang Y, Liu Y, and Ruiz-Garcia L. In cluster 1, the topics 

discussed are directed towards the application of blockchain that 

can impact to sustainable aspects especially about the environment, 

such as the reduction of carbon emissions and the reduction of food 

waste produced in food cold chain. 

Meanwhile, in cluster 2 with the green color, Gunasekaran A 

is the most influential researcher, followed by Mangla SK, Kumar 

A, Sarkis J, and Govindan K. In cluster 2, the topics discussed 

revolve around the adoption of blockchain technology in food cold 
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supply chain and its impact from others sustainable perspective 

especially on economic and social aspects such as cost 

minimization, long-term investment, and social welfare. As for the  

visual representation of the co-citation in this study, it is 

detail presented in Figure 3. 

 
Figure 3: Cocitation analysis. 

Source: Authors (2025).

This research also analyzes the sources that publish studies on 

the application of blockchain in cold supply chains. Based on the 

collected data, there are 113 sources that will be analyzed for their 

impact by measuring several indicators, including H-index, G-

index, total citations, and total articles. The H-index is an indicator 

used to measure the impact of a source based on the total number 

of articles and total citations it has. Meanwhile, the G-index is an 

indicator that not only measures the total number of articles and 

total citations but G-indeks also measures about the distribution of 

citations to other research articles, making it considered more 

accurate in measuring impact.  

Analysis of publication sources is conducted to identify 

potential sources that can be targeted for publishing articles on the 

application of blockchain in cold supply chains. Based on 

publication sources with the topic of blockchain application in cold 

supply chains. If viewed from the H-index, the Journal of Cleaner 

Production (6), IEEE Access (6), and Sustainability (5) are the best. 

If viewed from the G-index, Sustainability (11), Journal of Cleaner 

Production (9), and IEEE Access (8) are the best. If viewed from 

total citations, IEEE Access (445), Benchmarking (213), and 

Computers and Industrial Engineering (189) are the highest. 

Meanwhile, if viewed from total publications, Sustainability (11), 

Journal of Cleaner Production (9), and IEEE Access (8) are the 

most compared to other publication sources. The top 10 publication 

sources based on the various indicators mentioned above are 

presented in Table 3. 

Table 3: Top 10 best publication sources based on index. 

Rank Sources H-Index G-Index Cite Articles 

1 Sustainability 5 11 160 11 

2 Journal of Cleaner Production 6 9 175 9 

3 IEEE Access 6 8 445 8 

4 Benchmarking 5 6 213 6 

5 Annals of Operations Research 4 6 175 6 

6 Environment, Development and Sustainability 3 5 68 5 

7 Computers and Industrial Engineering 4 4 189 4 

8 Foods 4 4 122 4 

9 Expert Systems with Applications 3 4 61 4 

10 Operations Management Research 2 4 17 4 

Source: Authors (2025).

The next analysis conducted is a distribution analysis to 

determine the spread of blockchain research in the cold supply 

chain. In total, there are 33 countries that have conducted research 

on the application of blockchain in cold supply chains, spread 

across the world. The continents that dominate this field are Asia 

and Europe. This can happen because both continents that is Asia 

and Europe continent have concerns to cold supply chain of food 

because its have correlation with economic.  

Based on the analysis conducted, if we look at the number of 

publications, it was found that China is the most productive country 
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in producing research with 51 scientific articles, followed by India 

with 44 scientific articles, and Italy with 12 scientific articles. 

Meanwhile, if we look at the number of citations, China ranks 

highest with 812 citations, followed by India in second place with 

745 citations, and the United Kingdom in third place with 664 

citations. China has become the dominant country in blockchain 

application research in the cold supply chain because China is a 

leader in blockchain research across various fields, including food 

and cold supply chains [12]. The 10 most countries based on total 

publications and the most impactful based on citations are 

presented in Figures 4 and 5. 

 
Figure 4: Distribution of the 10 most productive countries based on publications. 

Source: Authors (2025).

 

 
Figure 5: Distribution of the 10 most impactful countries based on total citations. 

Source: Authors (2025).

Keyword analysis was also conducted in this study because it 

serves the function of understanding the relationships that occur 

between one keyword and another. Keyword analysis was 

conducted using the Vosviewer software. Through keyword 

analysis, research gaps and potential future research can also be 

identified. The selected keywords must appear 3 times in the 

chosen scientific articles to obtain accurate and interrelated 

keywords. Based on the keyword analysis conducted, the results 

showed that 39% of the keywords are in cluster 1, 37% of the 

keywords are in cluster 2, and 24% are in cluster 3. 

The distribution of keywords in the bibliometric analysis 

conducted shows something interesting because several frequently 

keywords were identified in this part. Some of the most frequently 

appearing keywords include "supply chains" appearing 57 times, 

"blockchain" appearing 51 times, "food supply" appearing 48 

times, "internet of things" appearing 28 times, "decision making" 

appearing 26 times, "sustainability" appearing 25 times, "food 

safety" appearing 21 times, "traceability" appearing 18 times, "food 

waste" appearing 12 times, and "logistics" appearing 12 times. 

Based on word analysis, it can be concluded that blockchain is 

one of the potential technologies applied in cold supply chain 
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logistics to support the creation of a sustainable cold supply chain. 

Some benefits that can be obtained from the application of 

blockchain in the cold supply chain include facilitating decision-

making, enhancing food safety, improving product traceability, 

increasing consumer trust, boosting product sales, and even in 

some cases, being implemented to minimize food waste. for more 

detailed visual representation of the keyword, it is presented in 

Figure 6. 

 

 
Figure 6: Keyword analysis and its development. 

Source: Authors (2025). 

Based on the results obtained above, it can be concluded that 

the research topic on the application of blockchain in the cold 

supply chain currently aims to enhance the sustainability of the 

cold supply chain by optimizing sustainability aspects such as the 

environment (minimizing food waste and greenhouse gas 

emissions), economy (increasing competitiveness and sales), and 

social factors. (minimize uncertainty and increase food safety for 

consumers). In the keyword analysis, the analysis was conducted 

by dividing it into three major thematic clusters. Cluster 1, marked 

in red, discusses the internal agro-industry, specifically the use of 

blockchain technology transformation in improving traceability 

and reducing food waste. Cluster 2, marked in green, discusses the 

impact of blockchain technology on enhancing the competitiveness 

level of cold supply chain companies. Meanwhile, in cluster 3 with 

the blue color, it discusses in detail the presence of blockchain that 

can enhance food safety, thereby impacting the increase in 

consumer trust. 

IV.3 COLLABORATION ANALYSIS 

In this study, the collaboration between researchers and 

between countries will be analyzed to understand the latest 

developments in blockchain research in the cold supply chain. The 

collaboration analysis was conducted with the condition that the 

document must be written by at least 2 researchers in 1 document. 

Based on the analysis results, it was found that 97.01% of the 

research was conducted collaboratively by the researchers, while 

the remaining 2.99% was done individually. Based on 

collaboration and their relationships with each other, the 

researchers were divided into 4 clusters. The cluster division was 

based on the collaborations that had been conducted, the 

documents produced, and the similarity of themes discussed 

together with other researchers. Cluster 1 in red consists of 9 

researchers, cluster 2 in green consists of 7 researchers, cluster 3 in 

blue consists of 7 researchers, and cluster 4 in yellow consists of 3 

researchers. In cluster 1 with the red color, there is Mangla SK as 

the researcher who has collaborated the most and produced 

research with 9 collaborations and 5 published documents. In 

cluster 2 with the green color, there is Kumar A with 12 

collaborations and 9 published documents. In cluster 3 with the 

blue color, there is Kazancoglu Y with 7 collaborations and 3 

published documents. Meanwhile, in cluster 4 with the yellow 

color, there is Singh RK with 3 collaborations and 3 published 

documents. 

The analysis results show that researchers are still mapped 

based on their countries of origin, and international collaboration 

has not yet been realized effectively. To gain a more detailed 

understanding of the collaboration conducted by the researchers, a 

visualization will be presented in Figure 7. When viewed by 

country, the majority of researchers who dominate the 

collaboration are fairly evenly distributed across several continents 

such as Asia, Europe, and America. To gain further insight into this 

matter, it will be discussed in detail in the next section.
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Figure 7. Collaboration among researchers. 

Source: Authors (2025).

After understanding the spread of collaboration among 

researchers, the next step will be to analyze the spread of 

collaboration among the countries involved. Interesting findings 

were obtained in this research, as there are several agrarian 

countries (China, India, Indonesia) and non-agrarian countries 

(United Kingdom, Germany, Italy) that significantly dominate the 

blockchain research in cold supply chains. In the analysis of the 

spread of collaboration between countries, clustering was also 

performed, dividing them into 3 clusters. In terms of distribution, 

cluster 1 consists of 16 countries, cluster 2 consists of 16 countries, 

and cluster 3 consists of 5 countries. 

In cluster 1, marked in red, the United Kingdom is the most 

dominant country in research on blockchain in cold supply chains, 

having successfully collaborated with 26 other countries and 

produced 32 publication documents. In cluster 2, marked in green, 

India is more dominant than China, with 19 international 

collaborations and 61 publication documents produced. 

Meanwhile, in cluster 3, Finland slightly outperformed Indonesia 

with 7 international collaborations and 3 published documents. The 

United Kingdom and India have become the largest because both 

countries are technology nations that easily adapt to new 

technologies and implement them in the food sector, which is 

considered crucial [47]. The collaboration between countries 

certainly signifies something positive because the issues of 

blockchain and cold supply chains have become crucial topics to 

discuss together. The mapping of international collaboration is 

presented in Figure 8. 

 
Figure 8: Collaboration between countries. 

Source: Authors (2025).
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IV.4 REPORT FINDING IMPLEMENTATION 

BLOCKCHAIN IN COLD SUPPLY CHAIN 

The application of blockchain in the cold food supply chain 

has become a recent trend with its extensive implementation and 

positive impact on the cold supply chain industry. Based on the 

conducted study, it was found that the majority of research 

discusses conceptual models, influencing factors, and their 

application in the cold supply chain-based food industry. To 

provide a clearer picture, an extraction was conducted from several 

literatures available in the database that focuses on the contribution 

of blockchain in the cold supply chain-based food industry. As for 

more detailed information on this matter, it is presented in Table 3.

Table 3: Contribution of literature to application of blockchain in cold supply chains. 

No. Authors Contribution Type 

1 Munir et al. [48] Provided recommendations on how to adopt blockchain 

in the cold supply chain from an environmental, 

economic, social, perspective. 

Journal 

2 Li et al. [49] Created intelligent distribution system based on 

blockchain to establish operations that are green logistics. 

Journal 

3 Feng et al. [50] Created multisensor blockchain-based monitoring system 

for frozen shellfish quality. 

Journal 

4 Zhang et al. [51] Created recording system from upstream to downstream 

for frozen aquatic products using a combination of 

blockchain and internet of things. 

Journal 

5 Gao & Li [52] Created a high quality data for coordination and pricing 

system in the cold supply chain to minimize 

miscoordination using blockchain and neural networks. 

Journal 

6 Xue & Li [53] Created a multichain blockchain system for fruit and 

vegetable with more efficient queries. 

Journal 

7 Zuo et al. [54] Created a decentralized system combined with internet of 

things and neural networks for optimizing the delivery 

routes of cold agricultural products. 

Journal 

8 Wu et al. [55] Analyzed the adoption of blockchain in the cold chain of 

fresh products and comparing it with several scenarios. 

Journal 

9 Tsang et al. [43] Created a more practical food product traceability by 

combining fuzzy logic, internet of things, and blockchain. 

Journal 

10 Khanna et al [56] Created a blockchain based traceability system 

specifically for the dairy agro-industry. 

Journal 

11 Patidar et al. [57] Identified critical factors and finding that blockchain can 

enhance the fresh supply chain. 

Journal 

12 Jo et al. [58] Created a blockchain system for the cold supply chain of 

meat commodities and measuring environmental impact. 

Journal 

13 Ma et al. [22] Identified strategies to anticipate contamination in fresh 

or chilled food products by utilizing blockchain. 

Journal 

14 Ahmad et al. [59] Analyzed the current needs and challenges in the 

implementation of blockchain in the food industry. 

Journal 

15 Nayal et al. [60] Identified mediating factors that influence the adoption of 

blockchain in the cold food supply chain. 

Journal 

16 Morales et al. [61] Analyzed consumer trust in perishable products through 

a blockchain system. 

Journal 

17 Ali et al. [23] Formulate a blockchain framework for halal-based cold 

supply chains to enhance supply chain integrity. 

Journal 

18 Wang et al. [62] Designing a blockchain framework combined with radio 

frequency identification in food cold chain. 

Journal 

19 Majdalawieh et al. [63] Created a combination system blockchain and internet of 

things in the poultry agroindustry. 

Journal 

20 Bai et al. [64] Designing a blockchain system for the cold supply chain 

of fresh agricultural products and analyzing the tripartite 

behavioral strategy. 

Journal 

Source: Authors (2025).

Based on the above contribution study, researchers agree that 

the presence of blockchain in the cold supply chain can provide a 

good multiplier effect and can be applied in various sectors and 

under various conditions. In its implementation, blockchain can 

also be combined with various other synergistic technologies such 

as the Internet of Things, digital twin, and radio frequency 

identification. The presence of blockchain can facilitate agro-

industries with cold supply chains to identify discrepancies, make 

quick decisions, streamline several operations, and easily 

determine the root of problems. In the long term, the adoption of 

blockchain technology can certainly provide various benefits, 

especially in increasing consumer trust and making the agro-
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industry more adaptive. This illustrates that blockchain has a very 

wide potential to be implemented in to optimize the food cold chain 

IV.5 TREND ANALYSIS AND IDENTIFIED POTENTIAL 

FUTURE RESEARCH 

A trend analysis and an investigation of prospective topics 

will furnish readers with new knowledge, thereby facilitating 

further research in the domain of blockchain applications in cold 

supply chains. The trend analysis indicates that the field of 

blockchain in cold supply chains is undergoing rapid development 

with a multitude of applications. This is substantiated by the annual 

growth in research, which has consistently increased year on year. 

The advancement can be attributed to blockchain becoming a 

transformative technology that generates a positive multiplier 

effect, particularly in the context of cold supply chains. 

In examining the evolution of blockchain applications in the 

context of cold supply chains, a strategic diagram is employed to 

discern current trends, dominant themes, unique themes, emerging 

themes, and fundamental themes. As evidenced by the trend 

diagram, several topics have recently emerged as subjects of 

discussion in the context of blockchain applications within the cold 

supply chain. These include concerns related to contamination of 

cold supply chain products, the minimization of carbon emissions, 

the assurance of cold supply chain product freshness, and increased 

cold chain product sales. 

The issue of contamination in cold supply chain products has 

become a matter of great urgency, as it bears directly on the safety 

of the products in question, particularly foodstuffs. A number of 

studies have employed blockchain technology to identify 

contamination in livestock products and other foodstuffs within the 

cold supply chain [65]. The utilisation of blockchain within the 

context of the cold food supply chain offers a number of 

advantages, including the expedient detection of contamination, 

the identification of contamination sources, the determination of 

contamination timing, and the streamlining of product recalls from 

the market [22], [56], [66]–[68]. 

The second point pertains to the topic of carbon minimization 

within the context of blockchain. Given the relative scarcity of 

research on this subject, it represents an intriguing topic for further 

investigation. The research by Chen & Yin [69] is noteworthy for 

its proposal of a blockchain-based supply chain model for fresh 

food items such as dairy products. Shakhbulatov et al. [70] also 

developed a carbon tracking system for the distribution of cold 

chain food products, given that the cold chain is regarded as a 

significant contributor to carbon emissions. The integration of 

blockchain technology in carbon minimization can facilitate the 

assessment and decision-making processes for subsequent stages 

by stakeholders [7]. 

In addition to being able to identify contamination and 

carbon, blockchain in the cold supply chain can indirectly maintain 

product freshness. This can happen because with a transparent and 

trustworthy system, all actors involved in the cold supply chain 

from upstream to downstream will strive to maintain the freshness 

of the product [49]. Another advantage that consumers will gain is 

that they will be much more interested and have a much higher 

inclination to buy if there is a system that shows the transparency 

of product freshness [71].  

From an economic standpoint, the implementation of 

blockchain technology in cold supply chain management is poised 

to bolster sales of associated products implemented blockchain 

technology and subsequently measured the sales levels of the 

product, demonstrating a notable increase due to the emergence of 

consumer trust [72]. Conversely, Chen et al. [73] assessed 

consumer preferences in the Jiangxi province of China. This study 

evaluated comparable fresh products and contrasted consumers' 

willingness to pay between fresh products that utilize blockchain 

technology, fresh products that employ conventional systems, fresh 

products with rigorous credit monitoring, and fresh products with 

international certification. The findings indicate that consumers are 

willing to pay a premium for fresh products that implement 

blockchain technology due to their perceived assurance of security 

for buyers. Detailed the trend diagram presented in Figure 9. 

 
Figure 9: Research trend diagram. 

Source: Authors (2025). 
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After conducting a research trend analysis, the next step is to 

analyze potential topics on the application of blockchain in the cold 

supply chain. Potential topic analysis was conducted using a 

strategic diagram and dividing potential topics into four quadrants. 

Topics in quadrant 1 are those that act as drivers due to their large 

number and high influence. Quadrant 2 is filled with highly 

developed topics that are specific and isolated. Quadrant 3 contains 

topics that are either developing or declining with still low numbers 

and centrality. Quadrant 4 is filled with topics that underpin 

blockchain research in the cold supply chain [74], [75]. 

The results of the strategic diagram correlate with the results 

of the previous research trend diagram. In quadrant 1, there are 

several keywords including sustainability, commerce, vegetables, 

and fruits. In quadrant 2, there are keywords such as capability 

freight transportation, deterioration, and food contamination. In 

quadrant 3, it consists of storage and transportation, carbon 

emissions, competitiveness, delphi analysis, agricultural products, 

and sales. Meanwhile, quadrant 4, which serves as the basis for 

research, consists of supply chains, blockchain, digital storage, and 

the internet of things. Based on the results obtained above, 

quadrants 2 and 3 can be an interesting focus for further research 

development considering they still have relatively low density, thus 

offering significant potential for further exploration. Regarding the 

strategic diagram on the topic of blockchain in the cold supply 

chain, it is presented in Figure 10. 

 
Figure 10: Identify potential future research with a strategic diagram. 

Source: Authors (2025). 

V. CONCLUSIONS 

Based on the systematic literature review and bibliometric 

analysis that has been conducted, several conclusions have been 

drawn, including the following: 

 

1. Research on the application of blockchain in the cold food 

supply chain has been rapidly developing year by year, evidenced 

by an annual growth rate of 96.77%. 

2. The productivity and impact of blockchain research in the cold 

food supply chain are measured by articles, sources, and countries. 

From the perspective of article productivity and impact, the article 

titled “A Systematic Literature Review on Machine Learning 

Applications for Sustainable Agriculture Supply Chain 

Performance” ranks highest in total global citations. Meanwhile, 

the article titled “Blockchain-Driven IOT for Food Traceability 

With an Integrated Consensus Mechanism” ranks highest in total 

local citations. In terms of source productivity and impact, 

Sustainability, Journal of Cleaner Production, and IEEE Access are 

the best. Whereas, when viewed from the perspective of 

productivity and the impact of countries, China, India, and Italy 

rank highest in total publications, while in terms of total citations, 

China, India, and the United Kingdom rank highest. 

3. The trend analysis results indicate that there are several 

interesting topics to discuss further regarding blockchain in food 

cold chain, namely contamination of cold supply chain products, 

minimization of carbon emissions, assurance of freshness of cold 

supply chain products, and increased sales. 

4. The results of the gap analysis using strategic diagram indicate 

that there are several topics filling quadrants 2 and 3, namely 

capability freight transportation, deterioration, food contamination, 

storage and transportation, carbon emissions, competitiveness, 

delphi analysis, agricultural products, and sales. 
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The presence of clouds in the Earth’s atmosphere plays an important role in regulating the 

Earth’s energy budget. Increased anthropogenic activities and emissions can significantly 

lead to changes in cloud composition and cloud structure affecting the cloud properties 

causing alterations in climatic conditions over Kenya. Given this, the present study 

examined the spatial temporal radiative properties of clouds over Nairobi, Malindi and 

Mbita by paying a special consideration on cloud parameters such as; Cloud Effective 

Radius (CER), Cloud Optical Thickness (COT), Water Vapor (WV), Precipitation Rate (PR) 

and Cloud Albedo (CA). These cloud parameters were retrieved from  MODerate resolution 

Imaging Spectroradiometer (MODIS) sensor, the Modern Era Retrospective analysis for 

Research and Applications, version2 (MERRA-2) model and Tropical Rainfall 

Measurement Mission (TRMM) between January 2005 and December 2020. Data retrieved 

on clouds radiative properties was utilized to estimate the trends and spatial variations and 

assess their statistical significance on climate over the study domain. The Spatial patterns of 

seasonal mean of cloud parameters from the sensors and the model were generally 

characterized with positive and negative trends over Kenya observed during the four seasons 

Spatial trends in the selected cloud properties were determined and observed to vary both 

seasonally and regionally, the study revealed patterns of trends in cloud radiative properties 

and forms a basis for further research on clouds over Kenya. 
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I. INTRODUCTION 

 

Clouds form a very crucial component of the atmosphere 

and play a pivotal role in regulating the Earth’s energy budget [1]. 

Apart from other important modulators of climate, Clouds strongly 

modulate the radiation budget by absorbing and scattering solar and 

thermal radiation [2]. In particular, they play a key role in 

determining the solar radiation reaching the Earth’s surface by 

generally reducing it (by up to nearly 80%) depending mainly on 

the cloud type, its optical thickness and distribution in the sky [3]. 

They also interact with the solar radiation causing direct effect such 

as absorption or scattering [4]. 

The interactions of the clouds and other components in the 

atmosphere cause both predictable and unpredictable weather 

patterns affecting the climate of the study domain. These simple 

processes that takes place in the atmosphere may affect the daily 

weather patterns over any region and any slightest change in these 

properties would perturb cloud radiative forcing and modulate the 

radiative balance of the Earth system [5]. Moreover, temporal 

trends of the changes in intensity, frequency, and duration of 

temperature and precipitation events are indicators of a changing 

climate [6] caused as a result in variations in cloud characteristics. 

Cloud radiative properties can be assessed through determining the 

variations in some major cloud parameters such as the Cloud 
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effective radius (CER), Cloud Optical Thickness (COT), Water 

Vapor (WV), Precipitation Rate (PR) and Cloud Albedo (CA). 

Various recent studies have been done on assessing and 

determining the radiative properties of clouds both regionally and 

globally with the aim of providing knowledge on cloud properties 

over those study regions. These studies have provided the 

necessary knowledge on both methods of data acquisition, 

processing and analysis of the data obtained with an aim of giving 

it a statistical significance. 

A study was done on the radiative cloud properties in USA 

by [7]. This study was aimed at studying parameterization of the 

radiative properties of clouds. Reflection, transmission, and 

absorption of solar radiation by four cloud types (low, middle, high 

and stratus clouds) were computed as functions of the solar zenith 

angle and cloud liquid water/ice content. 

The reflection, transmission and emission of the infra-red 

radiation by cirrus clouds are calculated as functions of the cloud 

ice content. The plane-parallel radiative transfer program 

employed is based on the discrete-ordinate method with 

applications to inhomogeneous absorption in scattering 

atmospheres covering the entire solar and infrared spectra taking 

into consideration the gaseous absorption in scattering atmospheres 

[8]. 

The resulting values of the solar radiative properties of 

clouds were fitted with known mathematical functions involving 

the solar zenith angle and cloud liquid water/ice content as 

variables. The effects of the atmospheric profile were discussed 

and the effects of surface reflectivity on the solar radiative 

properties of clouds were parameterized in terms of the water vapor 

absorptivity below the cloud ground reflection and average cloud 

reflection. 

The parameterized equations for the infrared flux 

reflectivity of cirrus clouds were also presented as functions of the 

cloud ice content. Computations were made for various cloud 

thicknesses, holding the cloud base at a constant height for each 

case. The vertical liquid water content W of which cloud thickness 

is given by W = wΔz, where w is the mean water/ice content and 

Δz the geometrical cloud thickness. 

The ranges of cloud thicknesses used in the radiative 

transfer calculations of this study for Cu, As, St and Ci were 0.15-

2.25, 0.1-1.5, 0.05-0.75 and 0.1-2.9 km respectively. the 

corresponding ranges of vertical liquid water/ice content are 49.5-

742.5, 24.0-360.0, 39.0-585.0 and 5.2-150.4 gm-2 respectively. The 

findings from this study illuminates our understanding on 

parameterization of clouds radiative properties and the effect of the 

variation on climatic variables. 

Further studies were carried out by [9] on assessment of 

optical, microphysical and radiative properties of aerosol over a 

rural site in Kenya. Ground based remote sensing method was used 

in data collection by taking direct measurements of direct sun and 

diffuse sky radiances in 15-30minutes interval between spectral 

ranges of 340-1640nm and 440-1040nm respectively. 

The daily average values were used to derive a long term 

(2007-2015) climatology of each of the variables over the study 

area (MBITA) [9]. The data retrieved showed a strong variation 

with the season of the year [9], this is a clear indicator that the cloud 

properties (cloud being an aerosol) varies from one region to the 

other also affects the amount of heat reaching and leaving the 

surface of the earth.  

Also, [10], carried out a study on parameterization of the 

radiative properties of water clouds suitable for use in climate 

models over Alaska in the United States of America (USA). It was 

found out that cloud optical properties depended mainly on the 

equivalent radius throughout the solar and terrestrial spectrum and 

they were insensitive to the details of the droplet size distribution 

such as shape, skewness, width and modality. 

This implied that measurements of cloud liquid water 

content and the extinction coefficient are sufficient to determine 

cloud optical properties experimentally. The cloud optical 

properties are then parameterized as a function of cloud liquid 

water path and equivalent cloud droplet radius by using a nonlinear 

least – square fitting leading to computations of cloud heating and 

cooling rates. The findings of this study were then used to infer on 

the effect of the cloud properties on the climatic patterns over the 

study domain. 

For [11], carried out a study over Bangladesh in South 

Asia. The study was aimed at investigating Spatiotemporal 

characteristics of aerosol optical depth (AOD), Cloud properties 

and Top of Atmosphere (TOA) Net Cloud Radiative Effect (Net 

CRE) using MODIS, with CERES sensor and a NOAA HYSPLIT 

model over Bangladesh for the period 2001-2016. The study 

investigated the relationship of AOD against cloud parameters and 

Net CRE over the study domain. Linear regression analysis showed 

increasing trends for AOD, CF, WV, COT, CTP and CTT. Such 

studies provide very crucial information on instrumentation and 

dataset for the study of radiative cloud properties over other regions 

of the world. 

A study was carried out on the relationship between 

clouds radiative forcing, cloud fraction and cloud albedo in the 

USA [12]. The study was done for the period 1997-2009 mainly 

putting emphasis on three interconnected topics; quantitative 

relationship between surface shortwave cloud radiative forcing, 

cloud fraction, and cloud albedo, also, surface based approach for 

measuring cloud albedo and multiscale variations and covariations 

were carried out in order to assess the variations in short wave 

cloud radiative forcing, cloud fraction and cloud albedo [13]. 

The study collected hourly datasets on cloud radiative 

forcing, cloud fraction and cloud albedo over the study domain 

during the specified study period to explore the expected multiscale 

variations as per the study objectives. The observations from the 

study were very pivotal for diagnosing and analyzing deficiencies 

of cloud – radiation parameterizations in climate models [12], 

which in turn assisted in learning and understanding the effects of 

those variations on climate change.   

In [14], a study was done on the Cloud -  Aerosol - 

Radiation interaction over South - East Atlantic. This study region 

was selected for study since it had high atmospheric aerosol 

loadings and semi-permanent stratocumulus clouds are co-located 

providing an optimum region for studying the full range of aerosol 

– radiation and aerosol – cloud interactions and their perturbations 

of Earth’s radiation budget. 

One of the main objectives of the study was to improve 

the knowledge and representation of the processes determining 

stratocumulus cloud microphysical and radiative properties and 

their transitions to cumulus regimes. Satellite measurements were 

used in this study in order to obtain the relationships of the 

interactions. The observations of the above study lacked the spatial 

and temporal resolutions, nor the required level of precision to 

come up with deeper assessment of the interactions as per the 

objectives of the study.  

From the above cited earlier researches and studies done 

on radiative properties of clouds, it is evident that Kenya still lags 

behind in terms of data and knowledge on the radiative properties 

of clouds and the effect of those variations in clouds properties on 

the Earth’s radiation budget. This study seeks to address the 

knowledge gap over the study sites by assessing the spatial 
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temporal radiative properties of clouds over.Nairobi, Malindi and 

Mbita study sites for a period of 16 years from 2005-2020. The 

cloud parameters assessed by this study were; CER, COT, WV, PR 

and CA [15], Data from MODIS was retrieved for the entire study 

period and spatial trends and seasonal variations were obtained 

through a system of algorithms to provide a comprehensive 

assessment of the clouds radiative properties. 

II. MATERIALS AND METHODS 

II.1 STUDY AREA 

The study was conducted over Kenya, a region that is 

bounded by Latitudes 5º S - 5º N and Longitudes, 34º E - 42º E. 

Kenya is an East African country bordered by Ethiopia to the 

North, Tanzania to the South, South Sudan to the North-west, 

Uganda to the West and lastly Somalia to the East. The proposed 

study was done over the Republic of Kenya over three main 

environmentally distinct regions. The regions of focus were; 

Nairobi (1º S, 36º E), Mbita (0º S, 34º E) and Malindi (4º S, 40º E). 

 
Figure 1: map of Kenya showing the three study sites in Kenya. 

Source: Authors, (2025). 

Nairobi is 1669 m high above the sea level [16]. The 

Nairobi region represents the urban climate. The main contributors 

to the cloud content and characteristics are anthropogenic as a 

result of industrial-vehicular emissions [17] in the Nairobi area. 

The climate here is warm and temperate, and a significant 

amount of rainfall is received throughout including in the driest 

month of the year. The annual rainfall is 674mm while the average 

temperature is 18.8℃. Nairobi has the highest population about 

4.397 million people according to the Kenya National Bureau of 

Statistics [18]. 

Malindi is a town in Kilifi County on Malindi bay at the 

mouth of Sabaki River lying on the Indian Ocean coast of Kenya. 

It is 120 km north-east of Mombasa with a population of 119,859 

[18] with an elevation of 118m above the sea level. According to 

Koppen-Geiger climate classification of climate, Malindi has a hot 

tropical type of climate with a winter dry season with an average 

temperature of about 26.2℃. Malindi receives much rain during 

summer than winter according to the Kopper – Geiger and an 

annual rainfall of 755mm. Malindi borders the Indian Ocean and 

as a result, it experiences the maritime atmosphere which is its 

largest contributors of the cloud content and properties. 

Mbita region is in Homabay county on the shores of Lake 

Victoria, 1125m above the sea level [9], with a population of 

approximately 14,916 [18]. Mbita in this present study represents 

the Kenyan rural atmosphere. Mbita experiences tropical type of 

climate and receives an average annual rainfall of approximately 

1259.3mm [20] even the driest month still has a lot of rainfall. The 

annual average temperatures for Mbita are about 23.7℃. 

Based on the prevailing meteorological conditions, a year 

was then divided into four seasons. December-January-February 

(DJF), March- April-May (MAM), June-July-August (JJA) and 

lastly, the September-October-November (SON) seasons. The DJF 

and JJA represents the local dry seasons characterized by reduced 

rainfall [21] while the MAM and SON seasons representing the 

local wet seasons characterized by enhanced rainfall [21],[19]. 

II.2 MODIS SATELLITE SENSOR 

MODerate Imaging Spectroradiometer (MODIS) is a 

Polar-orbiting satellite sensor launched into the Earth orbit by 

National Aeronautics and Space Administration (NASA) [22]  

Goddard Space Flight Center on board the Terra (morning orbit) 

on 18th December 1999 and Aqua (afternoon orbit) satellite 

launched on 4th May 2002 [21],[23],[24]. 

With a band of ~2330 km and time-based (Temporal) 

resolution of 1-2 days [25], and acquires data globally over 36 

spectral bands ranging in wavelengths from 0.415 to 14.235µm at 

three spatial resolutions (2 bands at 250 m, 5 bands at 500 m, and 

29 bands at 1 km). MODIS is a 36-band Spectroradiometer that 

provides several cloud properties using the spectral bands from 

visible to thermal infrared [26]. 

MOD08-D3 product is also used, which includes daily 

measurements of optical thickness, cloud top pressure and effective 

particle radius [27] gridded at a latitude and longitude resolution of 

1º × 1º (roughly 100 km×100 km at mid-latitudes). The clouds and 

Earth’s Radiant energy system (CERES) is also a radiometer also 

on board the Terra and Aqua platforms.  

CERES measures the radiation on top of the atmosphere 

in three channels; the first channel is a shortwave channel for the 

solar reflected radiation in 0.3-5 µm, the second channel measures 

the Earth’s surface emitted radiation in the atmospheric window of 

8-12 µm and lastly, the third channel measures the whole spectrum.  

MODIS datasets are very important for collecting various 

statistics on cloud microphysical properties as a result of aerosols 

[28]. For water vapor, the retrieval for the near infrared region is 

used. MODIS uses an infrared band to determine the physical 

properties of clouds in relation to CTT and CTP. Visible and near 

infrared bands are used to determine the optical and microphysical 

cloud properties [29]. 

Daily global level 2 data are provided whereby the cloud 

particle, phase effective cloud, particle radius and cloud optical 

thickness are derived using the near infrared channel radiances. 

Also, the cloud top height, effective emissivity, phases and cloud 

fraction are produced by the infrared retrieval methods day and 

night at 5×5 1-km pixel resolution. In summary, MODIS measures 

the cloud top properties (temperature, pressure and effective 

emissivity), cloud thermodynamic phase and cloud optical and 

microphysical parameters (optical thickness, effective particle 

radius and water path). The MODIS resolution ranges between 0.25 

to 1km [27]. 

The present study utilized the level 3 monthly data on 

cloud parameters retrieved from MODIS Terra at a spatial 
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resolution of 1° × 1° for a period of 16 years (January 2005 to 

December 2020) to study trends and their significance levels over 

Kenya. 

These data products were sourced from 

http://giovanni.gsfc. nasa.gov/giovanni/. The MODIS datasets are 

preferred because they are open to the public and more precise to 

spatial and temporal distribution. The dataset can also enable one 

to find an empirical relationship between the reflectivity and the 

microphysical cloud properties which in turn can derive a 

conclusion of variations of cloud physical properties on climatic 

variables. 

II.3 MERRA-2 Model 

The Modern–Era Retrospective Analysis and Research 

and Application, version 2 (MERRA-2) atmospheric reanalysis 

product was newly released and launched by NASA Global 

Modeling and Assimilation Office (GMAO) to provide data since 

1980 [30]. MERRA-2 replaced the original MERRA dataset [31] 

because of the advances made in the assimilation system that 

enable assimilation of modern hyper spectral radiances and 

microwave observations. 

Also uses NASA’s Ozone profile observations that began 

in the late 2004. The model is based on the version of the GEOS-5 

atmospheric data from 1980 to 2016 at 0.5° × 0.625° resolution 

with 72 layers and spanning the satellite observing era from 1980 

to the present [21]. 

Along with the enhancements in the meteorological 

assimilation, MERRA-2 takes some significant steps towards 

GMAO’s targets of an earth system reanalysis. In the present study, 

MERRA-2 M2TMNXAER v5.12.4 level-3 monthly time-averaged 

data on cloud parameters were retrieved at a spatial resolution of 

0.5° × 0.625° from January 2005 to December 2020. These data 

products were sourced from [32]. 
 

II.4 TROPICAL RAINFALL MEASUREMENT MISSION 

(TRMM) - SATELLITE 

The Tropical Rainfall Measurement Mission (TRMM) is 

a research satellite that has been actively in operation between 1997 

– 2015 mainly designed to improve the understanding of the 

distribution and variability of precipitation within the Tropics as 

part of the water cycle in the current climate system. TRMM 

provides the necessary information needed on rainfall and its 

associated heat release that helps to power the global atmospheric 

circulation which shapes both weather and climate [33]. 

TRMM uses space-borne instruments to increase our 

understanding of the interactions between water vapor, clouds and 

precipitation which are core in regulating the Earth’s climate. The 

satellite has a precipitation Radar that provides information on 

Tropical storm structure and intensification and the TRMM 

Microwave Imager (TMI) that measures microwave energy 

emitted by the Earth and its atmosphere in order to quantify the 

amount of water vapor, cloud water and the rainfall intensity in the 

atmosphere. 

This study has used TRMM in retrieving data on the 

precipitation rate over the study domains for the various seasons 

from January 2005 up to December 2020. The variations in the 

precipitation rate averages are then used to infer on the variation of 

the cloud properties on climate. This is so important since 

precipitation and the hydrological cycle controls the weather and 

climate of any particular region. 

II.5 METHODS 
 

 

This section highlights the suitable methods used during 

the analysis of the data retrieved from MODIS and MERRA-2 in 

order to obtain any significant statistical interpretation of the data 

obtained. 

 

II.6 LINEAR REGRESSION ANALYSIS 

 Determination of the combined effect of cloud physical 

and radiative properties on the climatic parameters such as 

precipitation rate makes use of the linear regression analysis. 

Linear regression provides very crucial information and direction 

on how well a set of variables can predict a particular outcome. It 

focuses on the conditional probability distribution of the response 

given the values of the predictors, rather than on the joint 

probability distribution of all of these variables. 

 The Linear Regression makes use of the following 

derivation; let Y denote the “dependent” variable whose values you 

wish to predict and let X1…Xk   denote the “independent” variable 

from which you wish to predict it, with the value of variable X in 

the period t (or in row t of the dataset) denoted by X1t. Then the 

equation for computing the predicted value of Yt is given by; 

  Yt = b0 + b1X1t + b2X2t +... +bkXk                                 (1) 

Where Y – is a straight-line function of each of the X- 

variable holding others constant, the contributions of different X 

variables to the predictions are additive. 

 

b1, b2 …………... bk  are the slopes of their individual 

straight-line relationships with Y, the coefficients of the variables, 

b0 – the intercept is the prediction that the model would make if the 

X’s were zero. The coefficients and intercept are estimated by least 

squares i.e., setting them equal to the unique values that minimize 

the sum of squared errors within the sample of data to which the 

model is fitted. And the model’s prediction errors are typically 

assumed to be independently and identically normally distributed.  

II.7 TREND ANALYSIS 

The study has determined the spatial and temporal 

variation of clouds radiative properties through assessing the 

variations in cloud parameters using trend analysis to determine the 

variability of the trends in Kenya. Numerous statistical methods 

exist to quantify trends in the time series of a geophysical variable,  

Mann Kendall test has been used by this present study to 

evaluate annual, seasonal and monthly trends of climatic variables 

[34] for the selected regions in Kenya over a 16-year period (2005-

2020). The test has been found to be the most appropriate for 

analysis of climatic changes in climatological time series for 

detection of a climatic discontinuity [35]. 

The method is applied to the long-term data in this study 

to detect statistically significant trends and the method is preferred 

when various stations are tested in a single study [36], and for this 

study, Nairobi, Malindi and Mbita clouds can be studied at the 

same time using this Mann Kendall test. In this test the null 

hypothesis (Ho) is that there has been no trend in precipitation over 

time the alternative hypothesis (H1) is that there has been a trend 

(increasing or decreasing) over time. 

The mathematical equations for calculating Mann-

Kendall statistics S, V(s) and standardized test statistics Z are as 

follows;  
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𝑆 =∑ ∑ sig (Xj –  Xi)

𝑛

𝑗=𝑖+1

𝑛−𝑙

𝑖=𝑙

                                 (2) 

The application of trend test is done to a time series Xi that 

is ranked i=1, 2,………n-1 and Xj, which is ranked from j= i+1, 

2……n [36],[37]. Each of the data products Xi  is taken as the 

reference point which is compared with the rest of the data points 

Xj so that: 

Sgn (Xj − Xi) = {𝐻 𝐻 (𝑥𝑗 − 𝑥𝑖)} = 0                                         (3) 

Sgn (Xj − Xi) = {

+1 𝑖𝑓 (𝑋𝑗 − 𝑋𝑖) ˃ 0

0   𝑖𝑓 (𝑋𝑗 − 𝑋𝑖) = 0

−1 𝑖𝑓 (𝑋𝑗 − 𝑋𝑖) ˂ 0

                                       (4) 

V (s) =  
1

18
⟦𝑛(𝑛 − 1)(2𝑛 + 5) −∑ 𝑡𝑝

𝑞

𝑝=1

                                  (5) 

Equation (3) and (4) yields a standard normal distribution factor Z 

given by;  

Z =

{
 
 

 
 

𝑠 − 1

√𝑉𝐴𝑅(𝑠)
𝑖𝑓 𝑠˃0

0           𝑖𝑓 𝑠 = 0
𝑠 + 1

√𝑉𝐴𝑅(𝑠)
𝑖𝑓 𝑠˂0

                                              (6) 

A positive value of Z i.e. (Sgn (Xj − Xi)) signifies an 

upward trend while a negative value of Z signifies a downward 

trend in the time series observations in chronological order [36]. 

In these equations, 

Xi and Xj = are the time series observations in 

chronological order 

n is the length of time series 

tp is the number of ties for pth value 

q is the number of tied values 
 

Positive Z – values indicate an upward trend in the 

hydrologic time series; 

Negative Z -values indicate a negative trend. If /Z/˃Z1-α/2, 

(H0) is rejected and a statistically significant trend exist in the 

hydrologic time series. 

The critical value of Z1-α/2 for a p value of 0.05 from the 

standardized normal table is 1.96. In the present work, linear 

regression analysis was used to estimate monthly trends in key 

cloud parameters (CA, WV, COT and CER). The method has been 

discussed widely. This test also assists in determining the 

variations of the climatic variables with time for the period between 

the year 2005 and 2020. 
 

III. RESULTS AND DISCUSSIONS 

III.1 TRENDS IN CLOUD EFFECTIVE RADIUS 

 

Cloud effective radius (CER) refers to the weighted mean 

of the size distribution of cloud droplets. A ratio of the third to the 

second moment of droplet size distribution. The trends in Cloud 

effective radius retrieved from MODIS data were observed to vary 

both seasonally and spatially ranging from positive to negative 

trends as obtained during the whole study period. 

 

 

 

Figure 2: spatial map of Kenya showing the variations of the CER 

Source: Authors, (2025). 

Positive seasonal trends in CER are observed in all 

seasons for the Malindi clouds. Positive trends in DJF season over 

Nairobi with negative trends in both JJA and SON seasons over 

Nairobi clouds. And lastly negative trends over Mbita clouds 

except during the JJA season. It is observed that cloud over Malindi 

has the highest average CER in all the four seasons as compared to 

Nairobi and Mbita clouds over the whole study period. 

CER is higher over oceans than over the ground [25]. 

Furthermore, it is noted that the effective radius of the polluted 

cloud will decrease when compared to the pristine cloud [38] and 

for this reason, clouds over Nairobi region have the smallest 

effective radius due to the net industrial emissions of gases and 

other pollutants from the industries, biomass burning and vehicular 

emissions. 

III.2 TRENDS IN CLOUD OPTICAL THICKNESS 

COT is a measure of the attenuation of solar radiation 

passing through the atmosphere; this attenuation is caused by the 

scattering and absorbing of light by the cloud droplets [39]. The 

cloud optical thickness together with effective particle radius are 

the key parameters which determines radiative properties of clouds 

such as reflectance, transmission and absorption of solar radiation 

[40]. 

COT has a number of applications in radiative transfer and 

climate change as well as in computing the Earth’s radiation 

budget. This study made use of the MODIS terra satellite to retrieve 

data on COT over the study sites for the 16 years’ period. Data 

obtained was analyzed through linear regression analysis to 

produce average trends in COT for every season during the study 

period. 
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Figure 3: spatial analysis for COT over Kenya. 

Source: Authors, (2025). 

Using the above displayed spatial maps for the four 

seasons, COT variation over Kenya can still be analyzed by the use 

of the different colors displayed in the maps and the color bar 

shown besides every map, however, this study is only interested in 

studying the radiative clouds properties over Nairobi, Malindi and 

Mbita.  

Clouds in colder, higher latitudes are optically thicker than 

clouds in warmer, lower latitudes. Malindi has maritime conditions 

and aerosols coupled with long range transport of monsoon winds 

[17], while Nairobi experiences heavy vehicular and industrial 

emissions dominance.  

These explains the higher COT and hence higher 

reflectance over Malindi and Nairobi [17]. Clouds in Mbita have 

the lowest COT and hence lowest reflectance as compared to these 

other two study regions due to biomass burning and lower latitude 

in Mbita.  

These findings clearly state how the clouds radiative 

properties vary from on region to the other as a result of the shown 

variations in the clouds optical thickness over the study regions. 

The variations in COT affects directly the radiative properties of 

clouds such as extent of reflectivity of clouds on the incoming solar 

radiation. 

The variations in the cloud reflectance on the incoming 

solar radiations causes significant effect on the prevailing weather 

patterns, higher reflection cools the atmosphere as a result of a 

larger percentage of the solar radiations are reflected back in space, 

this leads to a lower temperature being recorded. Lower cloud 

reflectivity results to heating of the atmosphere leading to higher 

atmospheric temperatures. The variations in temperature   

determines the weather and climate of the study sites. 

III.3 TRENDS IN PRECIPITATION RATE 

Variations in precipitation rate from one region to another 

can clearly demonstrate the difference in cloud properties. The 

precipitation rate depends on several factors such as the prevailing 

winds, presence of mountains and seasonal winds and the aerosol 

concentration in those Clouds [41]. Presence of aerosols affects the 

vertical development of clouds and the precipitation [41]. 

This study used the TRMM to retrieve data on daily 

precipitation rate over Kenya, data obtained was merged into 

monthly and then seasonally using the software MATLAB which 

then applied the knowledge of linear regression and trend analysis 

applications, together with the Illustrator and then GRADS, which 

then assisted in coming up with the trends and the spatial maps 

showing the variations in PR over the entire Kenya for all the 16 

years of study. 

Nairobi and Malindi posted negative trends in PR in all 

the seasons for all the 16 years of study with no significant trend 

during the JJA season over Nairobi. Positive trends over Mbita 

during the DJF, MAM and the SON season, no significant trend in 

PR during the JJA season over Mbita. It is also evident that spatial 

variations occur in PR when trend analysis was done over the three 

study sites in every season.  

High precipitation rate is experienced near the equator 

[42] that is why Mbita receives the highest precipitation rate 

(0.005mm/day) in almost all the seasons of the year except for JJA 

season of above 0 when compared with the two other study regions. 

Heavy precipitation is normally experienced near the equator and 

decreases with increase in the latitude [43]. This clearly indicates 

the higher moisture content in the Mbita clouds than over Nairobi 

and Malindi. 

Low precipitation rate is experienced over Malindi.  This 

is attributed to the presence of dry monsoon winds which drive 

away the moisture reducing the moisture content in clouds over 

Malindi and causing Atmosphere - ocean mechanisms of rainfall 

anomalies at the coastal regions [44].  

High precipitation rate over Mbita clearly indicates higher 

moisture supply/content over Mbita clouds. Emission of aerosols 

into the atmosphere from vehicles, industries, burning of fuels and 

all other anthropogenic emissions in Nairobi affects the cloud 

characteristics, cloud lifetime and vertical cloud development and 

hence the low precipitation rate [41]. 

The variations in the rate of precipitation depicts its 

dependency on clouds physical and radiative properties which 

explains the correlation ship between clouds properties and climate 

change. Figure 3.3 shows the spatial maps of Kenya representing 

the trends in the precipitation rates over the study sites.  
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Figure 4: spatial distribution maps for PR over kenya 

Source: Authors, (2025). 

III.4 TRENDS IN WATER VAPOR 

Water vapor is the absolute amount of water dissolved in 

air. It is measured in millimeters (mm). Water vapor in the 

atmosphere is a parameter of great importance in climate models 

because it plays a role as a greenhouse gas [45]. In fact, studies 

show that only an increase of water vapor in the atmosphere by 

only 20 percent would cause a larger impact than doubling of 

carbon (iv) oxide concentration [46]. The study made use of the 

MODIS data during the study period to investigate the variation of 

the cloud water vapor content and the net effect of the WV on the 

prevailing climatic conditions. 

This cloud parameter is also important in the study of 

clouds and climate since the amount of water vapor in the 

atmosphere normally affects the formation of secondary aerosols 

such as nitrates and sulfates which in response affects the cloud 

characteristics and the climate [47]. Values of the cloud water 

vapor content were obtained from the models and satellites 

described in the chapter three of this study, monthly averages for 

all the study period were merged into seasons so that the average 

values and spatial variation maps are drawn for the study domains. 

Positive trends in water vapor across all the seasons apart 

from the DJF season over Nairobi where negative trends were 

observed. Malindi and Mbita experiences almost similar trends 

most of the seasons as a result of both being closer to the large 

water bodies that is the Indian ocean and the Lake Victoria 

respectively. The amount of water vapor contained in the clouds 

and the hydrological cycle cannot be separated this is due to the 

fact that the hydrological cycle transports the water vapor present 

in the clouds [48], this indicates the high dependence of climate on 

the clouds and the hydrological cycle. MODIS – Terra retrieval 

separately reveals the outcomes for WV in the clouds over Nairobi, 

Malindi and Mbita. Clouds over Mbita has the highest average 

water vapor content in the atmosphere (between 0 and 0.015) as 

compared Malindi and Nairobi clouds with the least averages for 

all the four seasons of the study duration.  It is also observed that 

Malindi and Mbita produced the highest averages of the amount of 

water vapor during the DJF season. 

The difference in the amount of WV content is attributed 

to the variations in the temperature of these study regions. This is 

because the temperature of the surrounding atmosphere limits the 

maximum amount of water vapor the atmosphere can contain [49] 

(https://www.acs.org/climate science). WV accounts for about 

60% of the Earth’s greenhouse warming effect and the amount of 

water vapor is controlled by the temperature of that particular 

region [49]. 

The two study regions Mbita and Malindi experiences 

relatively higher amounts of temperature that causes the higher rate 

of both surface water evaporation and the evaporation of the waters 

from both Lake Victoria and the Indian ocean respectively, this 

higher rate of water evaporations leads to higher WV content in the 

clouds over those two regions as compared to the clouds over 

Nairobi. Figure 5 shows the spatial map showing the variation in 

water vapor content in clouds over the three study regions for the 

period 2005-2020. 
 

 
Figure 5: showing the spatial variation map for water vapor 

content. 

Source: Authors, (2025). 

Looking at the spatial distribution maps, the values of water 

vapor content varies periodically and seasonally throughout the 

study period which in turn indicates the changes in the atmospheric 

content and hence change in climate.  

There is a possibility that adding more WV to the atmosphere 

could produce a negative feedback effect [50]. This could happen 

if more WV leads to formation of clouds. 

Water vapor equably lies at the heart of all key terrestrial 

atmospheric processes [50], presence of water vapor in the 

atmosphere is essential for development of disturbed weather 

influences both directly and indirectly through formation of clouds, 

affecting the planetary radiative balance and influences surface 

fluxes [50]. Clouds reflect sunlight and reduce the amount of 

energy that reaches the Earth’s surface to warm it. If the amount of 

solar warming decreases, then the temperature of that particular 

region also decreases. In that case, the effect of adding more water 

vapor would be cooling rather than warming. These indicates the 

high dependency of both regional and global climates on the cloud 

characteristics. 

Since the amount of water vapor in the atmosphere acts as the 

greenhouse gases, variations in its content great influences the 

climate of any regions just like other greenhouse gases which 

causes global warming, higher precipitation rates, melting of ice, 

increase in sea, ocean and lake water levels as a result of melting 

of ice and high precipitation levels. All these effects result into 

adverse weather patterns. 
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Water vapor content in the clouds becomes one of the major 

parameters that can indicate and also be used to assess clouds 

physical characteristics and hence its study and findings can 

enable scholars to clearly explain the concepts of climate change 

since water vapor has a strong positive feedback on climate 

changes driven by other influences [50].    

III.5 CLOUD ALBEDO 

Cloud albedo is a measure of the albedo or reflectivity of 

cloud. Higher albedo implies higher cloud cover and lower 

absorption of solar energy. This parameter strongly influences the 

Earth’s energy budget [51]. 

Cloud albedo depends on several factors which includes the 

total mass of water, size and shape of the cloud droplets and the 

distribution of the particles in space [52]. The major causes of the 

variation in cloud albedo are the liquid water path, aerosol indirect 

effect and the Zenith angle [53]. Seasonal values of Cloud Albedo 

were retrieved from MERRA-2 model for the years 2005 -2020 

the spatial maps showing the variations in trends were done in 

order to assess the significance of the trends using trend analysis.  

Negative trends in MAM and JJA seasons for all the study 

sites, negative trends in CA over Nairobi and Malindi during the 

SON season with positive trends over Mbita during the same 

season. And lastly, positive trends in spatial variations during the 

DJF season over the three study sites. These variations in CA are 

key in assessing the general characteristics of clouds and their 

effect on climatic variables. It is evident that variations in the 

cloud albedo has an effect on the regional climate, when  Cloud 

Albedo increases, reduction in the absorbed solar radiation takes 

place leading to cooling of the atmosphere [54], it is also taken 

into account that variations in air pollutions leads to variations in 

cloud condensation nuclei, creating a feedback loop that 

influences the atmospheric temperature, relative humidity and 

cloud formation [55]  depending on cloud and regional 

characteristics eg; aerosols reduces the  precipitation efficiency 

resulting in positive feedback loop in which decreased  

precipitation efficiency increase aerosol atmospheric longevity. 

High cloud albedo represents thick clouds such as 

stratocumulus, reflect a large amount of incoming solar radiation 

[56][57], low solar radiation represents cooling of the atmosphere. 

Low cloud albedo represents thin clouds such as cirrus clouds, 

transmit more solar radiation, heating up the atmosphere causing 

warming of the atmosphere. The variations in cloud Albedo over 

Kenya can be represented in spatial maps. See Figure 6: 
 

 
Figure 6: showing the spatial variation map for Cloud Albedo. 

Source: Authors, (2025). 
 

IV. CONCLUSIONS 

 

Using the data sets retrieved from MODIS sensor, MERRA-

2 model and the TRMM, the present study revealed an in depth 

understanding of trends in CER, COT, WV, PR and CA as well as 

the spatial distribution in the above parameters over Kenya for the 

period 2005-2020. The spatial variations in cloud parameters from 

MODIS- sensor, the MERRA-2 model and the TRMM were used 

to infer on the general radiative properties of clouds over the three 

study sites and their effect on the climate. 

The study domains were dominated by positive trends in 

most of the cloud parameters, with a significance of 90% in most 

of the seasons. The variation in trends in clouds radiative 

properties is attributed to biomass burning, vehicular and 

industrial emissions that contributes to foreign materials into the 

atmosphere over the study domain. 

The study domain was dominated by negative trends in 

CER, CA and COT except for CER over Malindi in all seasons 

and Nairobi during the DJF and MAM seasons. Seasonally, 

positive trends in Water vapor (WV) were observed in all the 

season over the study domain due to changes in climatic condition 

and anthropogenic activities such as biomass burning and both 

vehicular and industrial emissions which increases the cloud 

lifetime and aerosols acting as the condensation nuclei in the 

atmosphere increasing the cloud formation and hence increasing 

the amount of water in the atmosphere. 

The study domain significantly exhibited decreasing and 

increasing trends in all the cloud parameters over the study period 

clearly indicating variations in clouds physical properties caused 

as a result of different clouds contributors and modulators of cloud 

characteristics.The knowledge on spatial trends and spatial 

distribution maps is very important. Both seasonal and regional 

variations in clouds parameters would mean variations in climatic 

variables which then form a basis of understanding the concepts 

of climatic variations and climate change. This important 

information and data is lacking over Kenya hence opening a link 

and a need for further investigation and research on clouds 

radiative properties.  
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This research proposes an imaginative hybrid steganography technique meant to strengthen 
the protection of text, pictures, and audio in response to the critical problem of information 
security. The incorporation of strong encryption in audio steganography adds to the innovation. 
In response to rising dangers in digital communication, the study investigates the 
vulnerabilities of text, picture, and audio mediums. The inquiry looks into White Space and 
Least Significant Bit (LSB) approaches for text steganography, while Quantization Index 
Modulation (QIM) is combined with LSB for image steganography. A revolutionary hybrid 
solution for audio steganography develops, combining Adaptive QIM and LSB. Python 
implementations are provided to demonstrate the use and effectiveness of these strategies in 
maintaining data integrity and secrecy. The study broadens its reach by presenting a novel data 
security paradigm in audio files that combines AES encryption, Rubik’s Cube-like scrambling, 
and adaptive steganography. The method begins with strong AES encryption, which is then 
followed by a clever scrambling algorithm inspired by the Rubik’s Cube. The distinguishing 
characteristic is seen in the last stage, when adaptive QIM embeds scrambled data into audio 
files, thereby disguising encrypted material. This innovative solution not only strengthens data 
security through the complexities of AES and Rubik’s Cube-like scrambling, but it also pro- 
vides a full framework for safe data transfer, exemplifying the synergy of classical encryption 
and current steganography techniques. The results reveal a considerable improvement in 
information security across various digital forms, indicating a big step forward in reinforcing 
sensitive data transfer. 
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I. INTRODUCTION 

 

The current explosion in web technology has resulted 

in increasing social networking and online media sharing. 

Images, music, and video are exchanged in massive amounts 

via the internet. Obviously, data and privacy must be protected. 

To overcome this barrier, employ chaotic systems for picture 

encryption to improve security in the field of Steganography 

[1]. Steganography and steganalysis are key tools for  

 

information concealing and extraction. Steganography is 

concerned with strategies for concealing information, whereas 

steganalysis finds the concealed information with little or no 

knowledge of the steganography algorithm or its parameters [2]. 

The fast evolution of digital communication technology has 

ushered in an era where information security and privacy are of 

the utmost significance. This research study digs into the 

intricate world of steganography, a critical component of current 

cybersecurity, and investigates novel strategies for hiding 
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information inside various digital mediums [3]. The study 

presents and investigates cutting-edge techniques such as 

whitespace manipulation, Quantization Index Modulation 

(QIM), and Least Significant Bit (LSB) embedding, with a 

focus on text, image, and audio steganography [4]. 

Text Steganography is at the forefront of this 

investigation, demonstrating how messages may be 

surreptitiously buried within the whitespace of text documents 

using the intricacy of binary encoding to preserve stealth. 

Image Steganography expertly complements this, using QIM 

and LSB methods to encode binary messages into an image’s 

pixel structure, quietly modifying its composition without 

detectable alterations [5]. The research then delves into Audio 

Steganography, which involves embedding messages in audio 

recordings using a combination of LSB and Adaptive QIM. 

This technology assures that the encoded data is imperceptible 

to the human ear, demonstrating the intricacy of modern 

steganographic technologies [6]. 

Furthermore, the study integrates Advanced Encryption 

Standard (AES) encryption with Rubik’s Cube-like scrambling 

as well as audio steganography, a ground-breaking method in 

digital security [7]. This approach not only encrypts but also 

obfuscates data, making pattern detection in encrypted data 

much more difficult. The integration of these sophisticated 

approaches, each with its own set of obstacles and weaknesses, 

is systematically examined to get a thorough grasp of their 

potential and limits [8]. Aside from technical research, the 

paper examines the ethical and legal issues that emerge with 

the deployment of such advanced data protection mechanisms, 

notably in the areas of privacy and digital rights. Looking 

ahead, the possible influence of upcoming technologies such as 

quantum computing and artificial intelligence on the fields of 

cryptography and steganography is also examined [9]. The 

research study intends to make a substantial contribution to the 

field of secure digital communication 

byusingamultidimensionalapproach.Itemphasizestherisingrele

vanceandpromiseof steganography in information security, 

emphasizing its important role in an increasingly linked digital 

world [10]. 

II. THEORETICAL REFERENCE 

The literature research included here analyses 

important advancements in steganography techniques over a 

wide range of domains, including text, image, audio, and 

video. Notable contributions include the use of bit cycling to 

increase the security of encrypted text, the use of LSB methods 

in audio steganography for enhanced concealment, and the 

invention of unique picture and video steganography 

algorithms. Maintaining data integrity, optimizing embedding 

procedures for real-time applications, and resolving the trade-

off between data capacity and security are among the 

challenges mentioned. Future research directions include 

improving algorithms, improving encryption meth- ods, and 

doing comprehensive testing to increase the overall efficacy, 

security, and practicality of steganographic system sinsecure 

data transfer and concealment. 

The unique use of bit cycling in the area of secure 

communication is highlighted by the work of [11] who use this 

approach to improve the security of en- crypted text through 

the refining of the Least Significant Bit (LSB) method. This is 

an important contribution to audio steganography methods, 

presenting a unique method- ology that has shown excellent 

results in improving the concealment of encrypted data within 

audio recordings. The protocol’s effectiveness is based on its 

ability to improve security and effectively avoid discovery. 

Nonetheless, issues such as sensitivity to sophisticated 

steganalysis methods, probable loss of audio quality while 

embedding, and embedding capacity constraints have emerged. 

Addressing these issues in future re- search will need a 

concentrated effort to preserve audio quality, investigate 

complex algorithms to improve detection resistance, and 

increase embedding capacity while keeping a high degree of 

confidentiality. In the context of India, [12] created a technique 

for hiding sensitive information in text, image, video, and audio 

files by applying the Least Significant  

Bit (LSB) algorithm (MH). Their study showed that 

secret data could be successfully concealed; however, issues 

persisted with the LSB algorithm’s ability to embed bigger data 

volumes without appreciably degrading the quality of the host 

media and the method’s resilience against sophisticated 

detection techniques. By strengthening the algorithm’s 

resistance to steganalysis techniques and investigating cutting-

edge data embedding techniques to reduce quality loss in host 

media, these challenges may be overcome and the 

steganographic approach’s overall efficacy increased. In order to 

improve data hiding capabilities and fortify security, [13] 

introduced an audio steganography technique.  

The developed technique demonstrated improved 

security measures and a greater ability to conceal information in 

audio files, which led to encouraging findings from the study. 

The authors did, however, face some challenges, including the 

need to maintain audio quality when embedding data and 

potential issues with the method’s computational complexity, 

which could have an impact on real-time applications. 

Subsequent studies could tackle these problems by optimizing 

the algorithm’s performance to reduce computational over- head 

and simplifying the embedding process to reduce the loss of 

audio quality. 

This would make the suggested audio steganography 

method more beneficial and effective. A novel text 

steganography method was introduced by [14] in their study. 

Although the uniqueness of their research held promise, more 

research is necessary     to address issues like the method’s 

security and resilience to steganalysis techniques. Future 

research should concentrate on conducting thorough security 

evaluations and strengthening the method’s resistance to 

detection techniques in order to overcome these obstacles and 

ultimately improve the efficacy and dependability of this cutting-

edge text steganography technique. Arabic letters' diacritical marks 

and picture layers were used by [15] in their study to present a 

dynamic multi-layer steganography technique.  

The study demonstrated the method's efficacy in hiding 

data in images, but issues like possible deterioration of image 

quality and security risks related to detection techniques must be 

resolved. In order to address these issues and improve the 

practicality and dependability of this novel steganography method, 

further research can concentrate on optimizing the embedding 

procedure to reduce the impact on image quality, investigating 

sophisticated encryption and authentication methods for increased 

security, and carrying out extensive testing to guarantee resilience 

against steganalysis techniques. 

In the investigation conducted by [16] looked into audio 

steganography. The specific methods the authors used were not 

made explicit, even though their study illuminated the field. Yet, 

the study most likely yielded conclusions regarding audio 
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steganography, its applications, or upcoming advancements in 

the industry. Common issues in audio steganography include 

data hiding while maintaining audio quality, security and 

resilience against detection, and optimizing the embedding 

process for real-time applications.  

To address these challenges, further research may 

involve refining embedding algorithms, employing advanced 

encryption techniques, and conducting extensive testing to 

enhance the security and viability of audio steganography 

approaches. For [14] did not specifically develop their own 

methods; instead, they performed a thorough review of the 

methods that are currently in use in audio steganography as part 

of their survey. The survey probably provided a summary of 

different approaches and findings in the field, illuminating the 

development and variety of audio steganography techniques. 

The survey may have covered challenges pertaining to 

data capacity, imperceptibility, and resilience to steganalysis. 

Future research may focus on creating sophisticated audio 

steganography methods that balance high data hiding capacity, 

low perceptual distortion, and resistance to contemporary 

detection techniques in order to overcome these difficulties. 

Furthermore, the security of audio steganography may be 

further improved by adding encryption and authentication 

methods, guaranteeing its efficacy in safe data transmission 

and storage. According to [17] assessed audio steganography 

as an image file embedding technique in his study, using 

Snappy compression and encryption. It's possible that the study 

included results about how well this method works to safely 

hide picture data inside audio files. 

Typical problems with audio steganography include 

embedded capacity constraints, possible loss of audio quality, 

and robustness against detection. Future studies may look into 

ways to reduce quality loss in the compression and encryption 

processes, maximize embedding capacity, and strengthen the 

method's resilience against contemporary steganalysis 

techniques in order to address these issues. By doing this, audio 

steganography for image file embedding can become more 

viable and reliable, increasing its usefulness for safe data 

transfer and storage. In order to assess the advantages and 

disadvantages of different audio steganography techniques, 

[18] carried out a comparative analysis of these methods in 

their study. 

Most likely, the study offered a thorough analysis of 

the various audio steganography techniques currently in use 

and how well they work in comparison. Creating uniform 

evaluation criteria and figuring out the best methods for various 

application scenarios are two common problems in these kinds 

of comparative research. Future work may focus on improving 

evaluation metrics, creating uniform benchmarks, and offering 

guidance for choosing the best audio steganography technique 

based on particular use cases in order to address these issues 

and help make well-informed decisions regarding secure data 

protection and communication. 

Created an image steganography technique using a 

Matlab-implemented graphical user interface (GUI). It's 

possible that their research involved developing an easy-to-use 

tool for embedding and extracting hidden data from image 

files. While specific outcomes and difficulties were not 

covered in detail in the reference, maintaining a balance 

between security and usability as well as maximizing the 

steganographic method's robustness are frequent problems in 

image steganography with GUI implementations. The 

practicality and dependability of this image steganography tool 

in secure data communication and concealment may be 

advanced by further research focusing on improving the GUI 

design for a better user experience, implementing robust 

encryption and authentication mechanisms to increase security, 

and conducting extensive testing to evaluate the method's 

performance and resilience against steganalysis. 

A novel coverless audio steganography technique based 

on Generative Adversarial Networks (GANs) was presented by 

[19] in their research. Although the reference did not include all 

of their findings, it is likely that this method showed 

improvements in safe data embedding in audio files. A common 

challenge in coverless audio steganography is maintaining data 

integrity and resilience to detection methods. Future research 

may focus on developing more sophisticated steganalysis-

resistant mechanisms, optimizing the steganographic process for 

better data integrity, and further refining GAN-based techniques 

in order to address these issues.  

Through these efforts, coverless audio steganography 

for safe data transmission and protection would become more 

reliable and practical. A hybrid encryption algorithm and the 

Least Significant Bit (LSB) technique were combined to create 

an image steganography method by [20]. Although the reference 

did not provide specific findings and challenges, their approach 

probably involved data concealment within images, integrating 

LSB for data embedding, and using hybrid encryption algorithms 

to increase security. 

The trade-off between data capacity and security, as 

well as the requirement to guarantee robustness against 

detection, are common challenges in image steganography. 

Future research may focus on improving the hybrid encryption 

algorithms, enhancing data embedding for increased security and 

data integrity, and creating defences against sophisticated 

steganalysis techniques in order to address these issues. 

These initiatives would help to improve the usefulness 

and dependability of this image steganography technique for safe 

data transmission and archiving. To hide images within audio 

data, [21] set out to develop a deep steganography technique. 

Although the source did not specify the precise outcomes and 

difficulties they faced, their work probably contributed to the 

development of image-in-audio steganography. Optimizing the 

embedding process for data capacity and minimizing perceptual 

distortions while maintaining robustness against steganalysis 

techniques are common challenges in deep steganography. 

Future research may concentrate on improving deep 

steganography algorithms, investigating cutting-edge neural 

network architectures, and carrying out extensive testing to 

evaluate the efficacy and security of the technique in order to 

address these issues. This would make image-in-audio deep 

steganography more useful and dependable, increasing its 

efficacy for secure data transmission and concealment. A 

coverless video steganography method based on the combination 

of audio and frame features was created in [22]. 

This approach probably involved innovations in secure 

data embedding within video files through the fusion of audio 

and frame characteristics, though specific results and challenges 

were not specified in the reference. Problems with data capacity, 

preserving video quality, and guaranteeing robustness against 

steganalysis are frequently linked to coverless video 

steganography. Future research may focus on improving the 

steganographic procedure to strike a balance between data 

capacity and video quality, streamlining the integration of frame 

and audio features, and putting in place sophisticated 

steganalysis-resistant techniques in order to overcome these 
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difficulties. These initiatives would help to improve coverless 

video steganography's usefulness and dependability for secure 

data communication and protection. An innovative JPEG 

steganography technique with high capacity and robustness 

was created via adversarial training in the study done by [23]. 

This technique probably represented advancements in 

safely embedding data within JPEG images, with an emphasis 

on data capacity and resilience against detection, even though 

specific results and challenges were not mentioned in the 

reference. Keeping data capacity and image quality in check 

while also addressing flaws in current steganalysis methods are 

common problems in JPEG steganography. 

Future work may focus on improving adversarial 

training strategies, streamlining the embedding procedure to 

minimize visual distortion and increase data capacity, and 

creating defences against sophisticated detection techniques in 

order to address these issues. These initiatives would help to 

improve the usefulness and dependability of robust and high-

capacity JPEG steganography for safe data transfer and 

security. 

 Previous steganography research encountered issues 

such as steganalysis sensitivity, probable audio quality loss, 

limited embedding capacity, and detection method flaws. 

Future research will try to tackle these challenges by 

optimizing algorithms for audio quality preservation, boosting 

resistance to steganalysis, investigating advanced data 

embedding methods, and increasing confidentiality capacity. 

GAN-based algorithms improve coverless audio 

steganography, hybrid encryption improves picture 

steganography, and deep steganography is optimized for 

image-in-audio applications. Coverless video steganography is 

enhanced by improved frame-audio integration and 

steganalysis-resistant methods. Improved adversarial training 

and reduced embedding techniques in JPEG steganography 

provide increased capacity and robustness. By addressing 

these issues, steganographic systems for secure data transport 

and protection become more reliable.   

III. METHODOLOGY 

III.1 TEXT STEGANOGRAPHY(STEGOTEXT) 

The message is translated to binary form and then 

carefully inserted among the whites- pace of the original text. 

Each character of the binary message corresponds to the least 

important bits of the characters in the text; this strategy 

depends on changing inconsequential components of the 

carrier (text) to hide the message without visible changes to the 

human eye [24]. 

The key approach used includes manipulating 

whitespace characters; the script finds existing whitespace in 

the text and adds extra spaces that encode the binary message. 

The whitespace works as a carrier for the concealed 

information, successfully disguising it within the seemingly 

benign spaces between words and lines. This delimiter helps 

the extraction procedure by specifying when the encoded 

binary message ends, assuring correct and ambiguous recovery 

[25]. 

III.2 IMAGE STEGANOGRAPHY(PIXEL QUANTA) 

Our proposed work demonstrates a technique called 

Quantization Index Modulation (QIM) combined with the 

Least Significant Bit (LSB) method for steganography, 

embedding secret messages into images and extracting them 

without perceptible visual changes [26]. 

The suggested work represents transforming a text 

message to binary and hiding it in a picture using LSB 

substitution in the least significant bits of the RGB channels. 

Retrieves the concealed binary message from the stego picture 

by analyzing the LSBs of the RGB channels, and finds any pixel-

wise discrepancies between the original and stego images to 

ensure the steganographic process's integrity [27]. 

Finally, compare the original and stego photos to 

visually analyze any variations between the two photographs. 

The QIM method provides detection resistance, but the LSB 

method allows for minimum visual distortion, making it suited 

for hidden communication. 

III.3 AUDIO STEGANOGRAPHY (QUANTUMAUDio) 

The amalgamation of Adaptive Quantization Index 

Modulation (QIM) and Least Significant Bit (LSB) methods 

forms the foundation for our proposed work, enabling the 

concealment of both audio and textual information within audio 

files. 

The technique includes calculating frame energies to 

allow adaptive embedding inside the audio stream, guaranteeing 

an optimum concealment strategy. The Adaptive QIM 

embedding technology smoothly embeds pieces of information 

by modifying audio samples based on a predetermined delta 

value. In addition, the Least Significant Bit (LSB) approach 

conceals textual information within audio samples, resulting in a 

hybrid model for strong and thorough data concealment [28]. 

III.4 ADAPTIVE QUANTIZATION INDEX MODULATION 
(QIM) 

Adaptive QIM Embedding: This technique modifies 

audio samples by embedding information in their quantized 

representations based on a predefined delta value, using a QIM 

scheme. 

The Adaptive QIM technique is a sophisticated 

approach geared towards embedding an audio message into a 

host audio file. This method hinges on the principle of selectively 

modifying certain parts of the audio based on their energy levels 

– a strategy that brings adaptiveness into play. Audio 

steganography system marries the robustness and perceptual 

transparency of Adaptive QIM with the simplicity and subtlety 

of LSB. Adaptive QIM is adept at embedding messages in parts 

of the audio that are less likely to reveal alterations, while LSB 

offers a straightforward way of hiding text messages with 

negligible impact on the audio quality. 

Adaptive QIM Extraction: It reverses the embedding 

process to extract the hidden information from the modified 

samples [29]. 
 

Steganography Embedding (QIM) 

Given: 

Audio frame F. 

Binary bit to embed b.Delta value Δ. 

The embedding function for QIM can be defined as: 

{
⌊
F

∆
⌋

⌊
F

∆
⌋

. ∆  +  
∆
4

 , ifb =  1

. ∆  −  
∆
4

 , ifb =  0
                          ( 1) 
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Steganography Extraction (QIM) 

Given: 

{
1, ifF >  [

F
∆

] . ∆                                  (2)

0, otherwise
 

Modified audio frame F ‘. 

Delta value Δ. 

 
III.5 LEAST SIGNIFICANT BIT (LSB) EMBEDDING 

This method embeds text information by 

manipulating the least significant bits of the audio samples. 

The proposed steganographic model combines QIM and LSB 

approaches, proving its effectiveness through actual 

application. The encoded information is unnoticeable to aural 

examination, and the original audio quality is effectively 

preserved. The QIM-based embedding's adaptive nature, 

directed by energy thresholds, enables optimal concealing 

capacity without compromising audio fidelity [30]. 

Finally, the presented research adds a unique way to 

audio steganography by combining QIM and LSB approaches. 

The hybrid architecture proposed provides a stable and 

extensible framework for hidden data transfer within audio 

recordings. The imperceptibility of embedded information, 

together with message extraction efficacy, highlights the 

potential for real-world applications needing secure and covert 

communication routes. 
 

 

 
Figure 1: Hybrid Audio Security Process Flow Diagram. 

Source: Authors, (2025). 

 The diagram shows how to safeguard audio 

recordings using a multi-layered security approach that 

combines encryption and steganography. At first, the Input 

Layer supports a number of media formats, such as text, audio, 

and photos. The data is then processed using a Hybrid 

Steganography Approach, which hides the data from view by 

embedding it into an audio file using methods like LSB and 

Adaptive QIM [6]. At the Output Layer, the resultant file is 

called an Audio Stegano file, signifying that the data has been 

hidden inside the audio. This steganographically enhanced file 

is then subjected to an additional layer of security called a 

Robust Encryption Layer, which uses a combination of the 

Advanced Encryption Standard (AES) and Rubik’s Cube 

algorithmic strategies in addition to Quantum Key Encryption, 

which proposes the use of quantum-resistant encryption 

techniques. At the Final  

Output, the proce- dure is complete. The Audio 

Stegano files are now encrypted, offering a high degree of 

confidentiality and privacy, and are prepared for safe 

transmission or storage. 
 

III.6 RUBIK CIPHER AUDIO 

Embedding data within an audio file using atechnique 

called Quantization Index Modulation (QIM), allowing to 

modify audio samples to encode hidden information our 

proposed work implements Advanced Encryption Standard 
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(AES) encryption, a symmetric key algorithm renowned for its 

security and efficiency in data encryption [31]. Our proposed 

work implements Advanced Encryption Standard (AES) 

encryption, a symmetric key algorithm renowned for its 

security and efficiency in data encryption. 

AES operates in Cipher Block Chaining (CBC) mode, 

providing confidentiality through block-level encryption. After 

that we initializes the AES cipher in CBC mode with a specific 

key finally, we perform encryption and decryption using AES 

with padding to ensure the input data is of the correct block 

size. 

AES Encryption: 
Given: 

Plaintext P. 

Key K. 

Initial Vector IV  generated randomly. 

The AES encryption process can be represented as: 

C = AESK,IV(P)                        (3) 

Where C is the cyphertext AESK,IV(P)is the AES encryption of 

plaintext P using key K 

And initial vector IV . 

AES Decryption: 

Given: 

Ciphertext C. 

Key K. 

Initial Vector IV. 

The AES decryption process is represented as: 

P =   AESK,IV
−1 (C)                       ( 4) 

Where P is the decrypted plaintext, and AESK,IV
−1 (C) is the AES 

decryption of ciphertext C 

Using key K and initial vector IV. 

Steganography conceals information within other data 

(here, an audio file) without arousing suspicion. Our proposed 

work uses Quantization Index Modulation (QIM) for 

embedding bits into audio samples [32]. It embeds a binary 

message into an audio file by slightly modifying audio samples 

based on a delta value, extracts the hidden binary message from 

the modified audio file using the same delta value employs 

custom algorithms for data manipulation, including reversible 

scrambling inspired by the  

Rubik's Cube and binary representation conversion, 

scrambles and unscrambles data using a key, implementing a 

custom reversible algorithm inspired by the Rubik's Cube, and 

applying text messages into binary representations for 

embedding within the audio file and reverses the process for 

message extraction [33]. 

III.6.1 RUBIK’S CUBE-LIKE SCRAMBLING: 

Given: 

Scrambled data D. 

Key K represented as a sequence of integers K = [k1, k2, …, 

kn]. 

The unscrambling process for each byte Di in D can be 

described as: 

Di = Unscramble(Di,K)                              (5 ) 

where Di is the unscrambled byte. The unscrambling process 

involves reversing the scrambling steps applied previously. 

The struct module facilitates the conversion between 

Python values and binary data, Audio frames are manipulated 

at the sample level to embed and extract hidden bits, ensuring 

minimal perceptual impact [34]. 

3.6.2 Mean Squared Error (MSE):  

The difference in squares between the original and 

stego audio signals' equivalent values is measured by the Mean 

Squared Error.  

MSE =  
1 

N
∑ (xi − N

i=1 yi)
2                         (6) 

Where N  is the number of samples and xi and yi are the 

corresponding sample the original and stego.  

3.6.3 Peak Signal-to-Noise Ratio (PSNR): 

PSNR is a measure of the quality of the stego audio 

signal compare to the original audio signal. Its express in 

decibels(dB). 

PSNR = 10. log10 (
MAX2

MSE
)                       (7) 

Where  MAX is the maximum possible pixel value (usually 1 

for normalized audio) and MSE  is the Mean Squared Error. 

3.6.4 Signal-to-Noise Ratio (SNR): 

SNR is measure of the quality of the stego audio 

compared to the original audio signal. It is also expressed in 

decibels (dB). 

 

SNR = 10 . log10 (
signalpower

Noisepower
)                  (8) 

When it comes to audio processing, the signal power 

(signal power) can be thought of as the original. The energy 

difference between the original and stego  signals is known as the 

noise power, and it is represented by the audio signal. 

IV. RESULTS AND DISCUSSIONS 

The steganography techniques demonstrated in the 

text, picture, and audio domains are successful in concealing 

information. Binary messages are discretely encoded in text 

whitespace, and picture pixels are subtly altered by 

Quantization Index Modulation (QIM). The audio 

steganography uses adaptive QIM embedding, and a strong 

encryption method assures safe connection. Evaluation 

measures like as MSE, PSNR, and SNR indicate the success of 

these technologies, which provide a complete and secure way 

of covert communication across several media. 
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IV.1. TEXT. 

Figure 2 shows contain some original message which 

we are going to use to apply steganography techniques. The 

message is converted into binary form and then strategically 

embedded within the whitespace of the original text. Each 

character of the binary message corresponds to the least 

significant bits of the characters in the text, this technique relies 

on altering insignificant components of the carrier (text) to hide 

the message without perceptible changes to the naked eye. 

 

 
Figure 2: Original Text.                                                   Figure 3: Hidden text.  

Source: Authors, (2025).                                              Source; Authors, (2025).  

 

 

 
Figure 4: Screenshot of Output text. 

Source: Authors, (2025). 

Figure 3 shows the primary technique employed in this 

code involves manipulating whitespace characters, the script 

identifies existing whitespace in the text and inserts additional 

spaces that encode the binary message. 

The whitespace acts as a carrier for the hidden 

message, effectively concealing it within the seemingly 

innocuous gaps between words and lines. This delimiter helps 

the extraction process by indicating where the embedded 

binary message concludes, ensuring accurate retrieval without 

ambiguity. 

Figure 4 shows Our final step is performed to 

showcase the final appearance of the text after the 

steganography process, emphasizing the effectiveness of 

concealing information within seemingly innocuous text 

through subtle whitespace alterations. 

 

 

 

 

 

IV.2. IMAGE 

 
Figure 4: Original Image.    Figure 5: Steganographic image. 

Source; Authors, (2025).            Source; Authors, (2025). 

 

Figure 4 shows the original image (lena_std.tif) most 

likely represents the well-known "Lena" image, a typical test 

image often used in image processing. Figure 5 shows the 

`embed_message` function takes an image and a textual 

message as inputs. Initially, it converts the message into a 

binary representation and appends a delimiter to mark the end 

of the message. Subsequently, the function traverses each pixel 

of the input image. During this iteration, it embeds the binary 

message into the least significant bits (LSBs) of the red, green, 

and blue channels of each pixel. The process involves bitwise 

operations to modify the LSBs while preserving the overall 
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color information. This embedding ensures that the alterations 

are subtle and often imperceptible to the human eye. Finally, 

the function saves the modified image, known as the stego 

image, preserving the original appearance but concealing the 

binary message within its pixel values. This steganographic 

technique, Quantization Index Modulation (QIM), enables 

hidden communication within the visual content of the image, 

providing a means of covert information transfer. 

 

IV.3 AUDIO 

               
Figure 6: Frequency Spectrum Before Steganography.           Figure 7: Frequency Spectrum After  Steganography. 

Source; Authors, (2025).                                                             Source; Authors, (2025).  

  

 
Figure 7: Frequency Spectrum After Steganography. 

Source; Authors, (2025). 

The provided parameters detail the components and 

settings for an audio steganography process. The "Input audio 

file" serves as the original audio source for message 

embedding, and the "Output audio file" designates where the 

steganographic audio will be saved. Users have the option to 

embed either a "Secret audio message" or a "Text message" 

within the input audio file. 

The "Delta" value is specified for the Adaptive QIM 

embedding technique, influencing the degree of message 

concealment. Additionally, an "Energy threshold" is 

established for adaptive steganography, determining the level 

of energy required for effective concealment. These parameters 

collectively define the configuration and goals of the audio 

steganography operation, allowing for customization based on 

the user's preferences and requirements. 

The resulting visualizations depict the amplitude 

distribution across frequencies, allowing for a comparative 

analysis of the spectral characteristics before and after the 

steganographic process. These plots serve as valuable insights 

into the alterations introduced by the steganography method, 

aiding in the assessment of its impact on the audio signal. By 

comparing the plots before and after steganography, one can 

observe any changes introduced during the embedding process, 

aiding in the assessment of how steganography affects the 

frequency characteristics of the audio signal in Figure 6 and 7. 
 

IV.3.1 Steganography Audio Encryption. 

 

 
Figure 8: Robust Encryption Approach. 

Source: Authors, (2025). 

Figure 8 illustrates the study begins with AES 

encryption in CBC mode, a commonly used approach for 

assuring plaintext security by mixing a random initialization 

vector (IV) with a predetermined key. The succeeding Rubik's 

Unscramble method takes a novel approach to reversing data 

scrambling by rearranging pieces depending on byte values 
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inside a certain key, with the goal of restoring data to its pre-

scrambling condition. Quantization Index Modulation (QIM) 

is an audio embedding technique that surreptitiously encodes 

binary signals into audio files, gently modifying audio samples 

that are unnoticeable to the human ear. This entails translating 

a textual message to binary for embedding and recovering 

embedded binary messages via audio extraction. Furthermore, 

the explanation of AES decryption emphasizes the significance 

of safe key generation, as demonstrated by the development of 

a random 16-byte AES key. Finally, the research shows generic 

data encryption and decryption using AES-CBC mode, 

emphasizing the symmetric aspect of AES by utilizing the 

same key for both encryption and decryption. These strategies, 

when combined, demonstrate the flexibility of cryptographic 

methods in safeguarding information and enabling clandestine 

communication.  

 

Table 1: Audio Files with after Steganography Analysis of MSE, PSNR and SNR. 

Audio Name Stego Name 
Audio 

Size 

Stego 

Size 
MSE PSNR SNR 

Audio1.wav stego_audio1.wav 1.51 mb 1.50 mb 0.09282929450273514 10.323149501470688 dB -2.794678807258606 dB 

Audio2.wav stego_audio2.wav 3.33 mb 3.29 mb 0.07753556221723557 11.104990596574197 dB -2.8700366616249084 dB 

Audio3.wav stego_audio3.wav 3.36 mb 3.27 mb 0.030982017517089844 15.088903048463372 dB -12.872124910354614 dB 

Source: Authors, (2025). 

The table presents information on original audio files and their 

stego versions, including file names, sizes, and quality metrics. 

The "MSE" (Mean Squared Error) indicates the difference 

between original and stego signals, with lower values 

indicating better quality. "PSNR" (Peak Signal-to-Noise Ratio) 

measures stego audio quality, higher values suggesting better 

fidelity. "SNR" (Signal-to-Noise Ratio) reflects the overall 

quality of stego audio. The table provides a concise assessment 

of steganography effectiveness for each audio pair. 

IV.4 COMPARATIVE ANALYSIS. 

Table 2: Comparison Analysis (A), (B), (C) with the Existing System for our Proposed System.  
A. Comparative Analysis for Proposed System with Existing System (Text) 

Aspects Stegotext Steganography Traditional Text Steganography 

Security and Detectability  
High security owing to obscurity; modifications 

are less detected. 

Lower security; modifications may be more obvious 

and detected. 

Resistance to Automated 

Detection  

Less likely to be detected by automated tools due 

to subtle changes. 

More likely to be detected by tools designed to analyze 

text patterns. 

Adaptability to Text Formats and 

Inspection Resistance 

Adaptable to a broad range of text types and 

difficult to recognize through casual inspection. 

May be confined to certain formats or need specific 

text circumstances. Possibility of discovery by close 

reading or text analysis. 

Integrity of Original Text  
Maintains the original content and structure of the 

text. 

May require altering the actual text content or 

structure. 

Ease of Implementation  
Relatively simple to implement using standard text 

editing tools. 

Might require more complex manipulations or specific 

software. 

Capacity for Hidden Information 
Limited capacity due to dependency on whitespace 

and LSB only. 

It may have greater capacity since it can employ more 

text features for hiding. 

B. Comparative Analysis for Proposed System with Existing System (Image) 

Aspects PixelQuanta Traditional Image Steganography 

Robustness Against Compression 
Higher robustness against lossy compression like 

JPEG. 

Lower robustness; often susceptible to quality loss 

during compression. 

Capacity for Hidden Information 
The combination of QIM and LSB methods results 

in a high capacity. 

Variable, but often lower when compared to QIM + 

LSB. 

Image Quality Preservation 
Preserves image quality better making changes 

less detectable. 

Image quality may degrade, making steganography 

more detectable. 

Security and Detectability 
Enhanced security due to less detectability of 

hidden data. 
Less secure, as alteration can be more evident. 

Resistance to Image 

Manipulation 

More resistance to picture alteration such as 

cropping and scaling. 

Less resistant; tampering has the potential to erase the 

secret data. 

Complexity and Computational 

Load 

Higher complexity and computational 

requirements. 
Simpler and less computationally intensive. 

Flexibility and Adaptability 
Highly flexible and adaptable to various image 

formats and condition. 

May have limitation in adaptability to different image 

types. 

C. Comparative Analysis for Proposed System with Existing System (Audio) 

Aspects Quantum audio Traditional Audio Steganography 

Robustness Against Compression 

Offers robust resistance to lossy audio 

compression due to the resilience of Adaptive 

QIM; LSB also contributes but is less robust. 

Typically, more susceptible to degradation from 

compression. 

Capacity for Hidden Information 

High capacity achieved through the efficient use of 

Adaptive QIM for audio messages and LSB for 

text, utilizing different aspects of the audio. 

Lower capacity; limitations based on the audio format 

and method used. 

Audio Quality Preservation 

Superior preservation of audio quality; adaptive 

nature of QIM ensures less perceptible alterations, 

complemented by the subtlety of LSB. 

This might result in obvious quality decrease or 

artefacts. 
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Security and Detectability 

Enhanced security with challenging detectability 

due to the adaptive embedding of QIM and the 

subtleness of LSB alterations. 

Less secure, as modifications can be more evident or 

predictable. 

Resistance to Audio 

Manipulation 

Higher resistance to audio processing like filtering 

and equalization, particularly due to Adaptive 

QIM's selective embedding. 

Decrease resistance; processing has the ability to 

disrupt or erase concealed information. 

Complexity and Computational 

Load 

Higher, reflecting the sophisticated nature of 

Adaptive QIM combined with LSB, requiring 

more computational resources. 

Generally simpler and less computationally 

demanding. 

Flexibility and Adaptability 

Highly adaptable to varying audio contents and 

conditions, benefiting from the selective 

embedding of Adaptive QIM and the universality 

of LSB. 

May have limited adaptability depending on the 

technique used. 

Suitability for High-Security 

Needs 

More suitable for high-security applications due to 

enhanced stealth and difficulty in detecting 

embedded messages. 

Due to increased detectability, it is less suitable for 

high-security applications. 

Source: Authors, (2025). 

Table 2 shows the comparative analysis demonstrates 

that when compared to the suggested systems, typical 

steganographic approaches, whether in the context of text, 

picture, or audio, frequently have major shortcomings. One 

significant disadvantage is their lack of security and 

detectability. Traditional text steganography makes 

modifications more visible and identifiable, making it less 

appropriate for high-security applications. Similarly, 

traditional picture steganography techniques are frequently 

subject to quality loss during compression, making them less 

resilient, while traditional audio steganography may result in 

apparent quality deterioration or artefacts, reducing their 

capacity to successfully conceal secret information.  

The flexibility and resilience to manipulation of 

classic steganography technologies is another major drawback. 

Traditional text and picture steganography may be confined to 

certain forms or need specific circumstances, making them less 

adaptable and practical for a wide range of applications. In 

contrast, the suggested systems in each domain provide 

improved flexibility, compression resistance, and manipulation 

resistance. These benefits make them more suitable for high-

security applications and scenarios requiring the preservation 

of original content quality.  

 

Table 3: Comparison of Traditional and Hybrid Audio Steganography with Robust Encryption.  
Aspects Rubik Cipher Audio Traditional Encryption Methods 

Encryption Strength 
Extremely high due to AES’s strong encryption 

algorithm combined with additional scrambling. 

Varies, but often lower, especially in older or simpler 

algorithms. 

Computational Complexity 
Higher, due to the two-step process involving both AES 

encryption and Rubik’s Cube-like Scrambling. 

Generally lower, involving straightforward encryption 

processes. 

Resistance to Cryptanalysis 
Enhanced resistance; the scrambling adds an extra layer 

of complexity for attackers. 

Depends on the algorithm; some older methods are 

more vulnerable. 

Data Pattern Obfuscation 
Superior, as the Rubik’s Cube-like method disrupts data 

patterns, making analysis more difficult. 

Less effective, especially if the encryption doesn’t 

include additional obfuscation techniques. 

Key Management Complexity 
Increased complexity due to the need for managing both 

AES and scrambling keys. 
Simpler, usually involving a single key or key pair. 

Decryption Process  
Requires precise reverse steps, adding to the complexity 

and time for decryption. 
Typically, straightforward and faster. 

Suitability for Sensitive Data 
Highly suitable for highly sensitive data due to the 

robustness of the combined methods. 

Suitability varies; some methods may not be 

recommended for highly sensitive data. 

Implementation Difficulty 
More challenging due to the integration of two distinct 

methods. 

Generally easier to implement with standard libraries 

and tools. 

Flexibility and Adaptability  
Highly adaptable to different types of data and security 

requirements. 

Varies; some methods are less adaptable to new or 

varied requirements. 

Source: Authors, (2025). 

Table 3 shows the comparison of Rubik Cipher Audio and 

traditional encryption methods for audio steganography reveals 

that the Rubik Cypher Audio method combines AES 

encryption with Rubik's Cube-like scrambling to achieve 

exceptionally high encryption strength and enhanced resistance 

to cryptanalysis, making it highly suitable for safeguarding 

highly sensitive data. It does, however, come with increasing 

computational complexity and implementation difficulties. 

Traditional encryption methods, on the other hand, while 

typically simpler to apply, vary in encryption strength and may 

provide less protection, with limited flexibility to diverse data 

types and security needs. As a result, the decision between both 

ways is determined by the application's individual security 

requirements and complexity, with the Rubik Cypher Audio 

method providing a strong solution for maximal data 

protection. 

V. CONCLUSIONS 

This study presents a ground-breaking hybrid 

steganography technique that combines strong encryption 

methods like the Advanced Encryption Standard (AES) and 

Rubik's Cube-like scrambling with advanced steganographic 

techniques like White Space, Least Significant Bit (LSB), 

Quantization Index Modulation (QIM), and Adaptive 

Modulation. The study demonstrates the feasibility and 

efficacy of these strategies in real-world circumstances, 

emphasizing their potential to improve data integrity and 
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confidentiality across text, picture, and audio data in digital 

communication. 

In comparison to previous systems, this hybrid method 

provides improved security, increased resistance to detection, 

and better flexibility to multiple formats, placing it as a flexible 

option for secure digital communication. The study not only 

represents a huge advancement in information security, but it 

also sets the path for future research, notably in the fields of 

quantum computing and artificial intelligence, to further 

develop these strategies and solve increasing cybersecurity 

concerns. 
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In an increasingly digitalized world, the management and protection of personal data has 

become a crucial issue for companies and governments. The rapid flow of information and 

the ubiquity of technology pose significant challenges to data security and privacy. In 

response to these concerns, the Algerian state enacted Law 18-07 on June 10, 2018, aimed 

at protecting individuals concerning the processing of their data. This law led to the creation 

of the National Authority for the Protection of Personal Data (ANPDP), responsible for 

supervising its application. This article proposes the design and implementation of a 

computer application dedicated to compliance with Law 18-07 for the protection of personal 

data. We first collected and analyzed the legal requirements for data protection and then 

modeled them using UML diagrams following the UP methodology. We have set up a 

database management system to ensure data protection and optimized management, 

incorporating cryptography techniques to enhance the security of the information. The 

development of this application was carried out with the Microsoft Visual FoxPro V.9 

language, thus allowing the creation of a database and interfaces adapted to the needs of 

algerian companies to comply with Law 18-07 and guarantee the security of personal data.  
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I. INTRODUCTION 

With the increasing spread of personal data around the 

world, growing concerns emerge regarding the protection of 

individuals' privacy and trust in computer systems. The ubiquity of 

personal data and its rapid flow across borders, in a world where 

technology pervades all domains, raises major concerns about 

preserving individual privacy and trust in IT systems. Compliance 

with data protection laws thus becomes an imperative necessity to 

ensure assurance and security in technological environments, 

where personal data is collected, stored, and shared at an 

unprecedented rate [1]. 

Algeria's adoption of Law 18-07 in 2018 marks a significant 

step forward in the protection of personal data. This law, inspired 

by international standards, regulates the collection, processing, and 

use of personal data by organizations. It plays a crucial role in 

building trust between consumers and service providers, which is 

essential for boosting digital economies. However, compliance 

with this law presents technical and organizational challenges that 

companies face [1], [2]. 

Algerian companies face many obstacles in applying Law 

18-07, including the understanding the legal requirements, which 

are often complex, making compliance difficult. Implementing 

technical and organizational measures to protect personal data, 

which requires significant resources. Managing individuals' rights, 

such as access, rectification, or opposition to the processing of their 

data. Identifying and correcting flaws in existing IT systems, which 

are not always adapted to current legislation and the risks related 

to non-compliance, which may result in legal sanctions or 

reputational damage [2]. 

This article proposes the design and implementation of a 

computer application dedicated to compliance with Law 18-07. Its 

aim is to provide companies with a practical and accessible tool for 

complying with legal data protection requirements while 

strengthening the security and efficient management of their IT 

systems. 
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II. RESEARCH BACKGROUND 

II.1 PRIVACY AND PERSONAL DATA 

Privacy is the right of an individual to determine when, how, 

and to what extent that information is shared with others, as defined 

by [3]. According to [4], the concept of personal data is based on 

four main elements, namely: "any information", "concerning", 

"natural person", and "identified or identifiable". According to the 

[5], it is any information relating to a natural person who can be 

identified, directly or indirectly; for instance, a name, photo, 

fingerprint, postal address, email address, telephone number, social 

security number, internal identification number, IP address, 

computer login ID, voice recording, etc. 

The processing of personal data, and handling of personal 

data, includes various actions such as collection, recording, 

organization, storage, modification, association with other data, 

transmission, etc. Analyses of the legal and regulatory texts as well 

as the charters for the use of computer systems have highlighted 

the six axes on which the protection of personal data is based on 

the following points [6]: 

1. Information: the obligation to inform the user about the 

processing, 

2. Consent: the consent expressed by the data owner to the 

collection and processing of his/her personal information, 

3. Modification: includes several rights of the data owner, 

among others: access, update, and deletion of the data collected and 

processed, 

4. Justification: Justify the purpose of the data processing 

by answering the question: "Is it justified to collect such data and 

use it in the context of such and such processing?" 

5. Storage: the period of storage of personal data is limited 

in time and determined according to the context of the processing, 

6. Transmission: The transmission of data to third parties 

must be limited and subject to authorization, in special cases, it is 

prohibited altogether. 

In information systems, these axes are translated into 

guidelines, such as data protection by design, privacy impact 

assessment and data breach notification [7]. In [8] has defined the 

following eight strategies that IT architects should apply to embed 

privacy by design, as illustrated in Figure 1. 

1. Minimize: Reduce the impact of a system on privacy as 

much as possible by collecting only the data strictly necessary for 

processing.  

2. Hide: Hide personal data and its interrelationships to 

prevent abuse, for example, by using encryption.  

3. Separate: Process personal data in a distributed manner, 

in separate compartments as soon as possible (K-anonymity, I-

diversity). 

4. Aggregate: Processing personal data at the most 

aggregated level possible, limiting the details. 

5. Inform: Ensure transparency by adequately informing 

data owners about the processing of their information. 

6. Control: Give data subjects full right and control over 

their personal data.  

7. Impose: Implement a privacy policy that complies with 

legal requirements and ensure it’s applied.  

8. Demonstrate: Enable the Data Controller to prove 

compliance with the Privacy Policy and applicable legal 

requirements. 
 

 
Figure 1: Strategies for personal data privacy. 

Source: Authors, (2025). 

 

II.2 THE NATIONAL AUTHORITY FOR THE 

PROTECTION OF PERSONAL DATA 

The National Authority for the Protection of Personal Data 

translated in French as ‘Autorité Nationale de Protection des 

Données à carcartère Personnel’ (ANPDP) is an independent 

administrative institution functionally attached to the Presidency of 

the Republic, created by Law 18-07 of 10 June 2018 [7] to protect 

natural persons in the processing of personal data. The 

headquarters of the ANPDP are located in Algiers (commune of 

Hydra) [8]. The ANPDP (Figure 2) is responsible for ensuring that 

the processing of personal data is carried out in accordance with 

the provisions of this law and for ensuring that the use of 

information and communication technologies does not involve 

threats to the rights of individuals, public freedoms, and privacy 

[9]. 
 

 
Figure 2: Timeline of the ANPDP. 

Source: Authors, (2025) 

 

The ANPDP's missions [9]: 

1. To issue authorizations and receive declarations relating to the 

processing of personal data; 

2. To inform data subjects and data controllers of their rights and 

obligations; 

3. To advise persons and entities who use the processing of 

personal data or who carry out tests or experiments likely to lead to 

such processing; 

4. To receive complaints, appeals, and complaints relating to the 

implementation of the processing of personal data and to inform 

their authors of the action taken on them; 
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5. To authorize, under the conditions provided for in this law, 

cross-border transfers of personal data; 

6. To order the necessary changes to the protection of the personal 

data processed; 

7. To order the closure of data, its removal or destruction; 

8. To present any suggestions likely to simplify and improve the 

legislative and regulatory framework relating to the processing of 

personal data; 

9. To publish the authorizations granted and the opinions issued 

in the national register referred to in Article 28 of Law 18-07; 

10. To develop relations of cooperation with similar foreign 

authorities, subject to reciprocity; 

11. To impose administrative sanctions under the conditions 

defined by Article 46 of this Law 18-07; 

12. To develop standards in the field of personal data protection; 

13. To draw up rules of good conduct and ethics applicable to 

processing personal data. 

Law No. 18-07 of 10 June 2018 on the protection of natural 

persons in the processing of personal data is an important step 

forward in terms of the protection of individual freedoms, but also 

in the accountability of companies for the data they collect and the 

preservation of the privacy of natural persons who interact in both 

the production and consumption processes [10], [11]. It is 

structured in seven headings, as illustrated in the following Table 

1. 

Table 1: Structure of Law 18-07. 
Titles Chapters Articles 

General Provisions  1 - 6 

Fundamental principles 

of personal data 

protection 

Prior approval and data 

quality 

7 - 11 

Pre-treatment procedures 12 - 21 

The National Authority 

for the Protection of 

Personal Data 

 22 - 31 

Rights of the data 

subject 

Right to be informed 32 - 33 

Right of access 34 

Right to rectification 35 

Right to object 36 

Prohibition of Direct 

Marketing 

37 

Obligations of the Data 

Controller 

Confidentiality and security 

of processing 

38 - 41 

The processing of personal 

data related to certification 

and electronic signature 

42 

Processing of personal data in 

the context of electronic 

communication 

43 

Transfer of data to a foreign 

country 

44 - 45 

Administrative and 

penal provisions 

Administrative procedures 46 - 48 

Rules of procedure 49 - 53 

Criminal provisions 54 - 74 

Transitional and final 

provisions 

 75 - 76 

Source: Authors, (2025). 

 

 

 

II.3 THE UP PROCESS 

For a better control of our project, the UP process has been 

integrated, which describes a two-pronged approach [12-14] 

(Figure 3). 

 

A) A horizontal axis divided into four phases: 

1. Inception: corresponds to the initialization of the project where 

a feasibility study of the system to be built is carried out. 

2. Development: corresponds to the validation of the use cases 

resulting from the previous phase, the risk assessment and the study 

of the profitability of the project as well as the planning of the 

construction phase. 

3. Construction: corresponds to the production of a first version of 

the product; it is focused on the phases of design, implementation 

and testing activities. 

4. Transition: corresponds to the delivery of the product for a real 

operation where “beta tests “are carried out to validate the new 

system with users. 

5. Iterations: an iteration is a complete development circuit that 

results in the delivery of an executable product. 

 

B) A vertical axis that present the sequence of activities in 

the UP process: 

1. Expression of needs: UP distinguishes between two types of 

needs. The functional needs that lead to the development of use 

cases, and Non-functional needs that result in the drafting of a 

requirements matrix. 

2. Analysis: the analysis takes the form of the elaboration of all 

the diagrams giving a representation of the system, both static 

(mainly class diagram) and dynamic (diagram of use cases, 

sequences, activities, state-transitions, etc.). 

3. Design: the design takes into account the technical architecture 

choices made for the development and operation of the system. The 

design extends the representation of the diagrams at the analysis 

level by integrating the technical aspects that are closest to the 

physical concerns. 

4. Implementation: This phase corresponds to the production of 

the software in the form of components, libraries, or files. 

5. Test: Tests verify the proper implementation of all 

requirements (functional and technical), the correct functioning of 

interactions between objects and the proper integration of all 

components into the software. 
 

 
Figure 3: Overall diagram of the UP process. 

Source: Authors, (2025). 
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III. MATERIALS AND METHODS 

The main objectives of the preliminary study are to establish 

and initial collection of functional and operational requirements 

and to model the system context. Functional needs represent the 

main functionalities of the system [15],[16]. Non-functional 

requirements are indicators of the quality of the execution of 

functional requirements [17].  

In this work, Microsoft Visual FoxPro V.9 (VFP) was used 

as the development environment for our application. The latter is a 

relational database management system (RDBMS) and an object-

oriented programming environment designed to create database 

applications. Among the features of VFP, we can mention [18]: 

 

- Rapid Application Development (RAD)   

- Interactive Development Environment (IDE)  

- Table and Database Management  

- Data Connectivity  

 

The functional needs are represented in Table 2. 

 

Table 2: System functional requirements. 

Needs Features 

Management of the 

register of personal 

data processing 

The Data Controller (DC) monitors the 

application's processing. The 

Authorized Representative (AR) 

verifies the validity of the processing 

with Law 18-07 and ensures the 

follow-up of the declaration submitted 

to the ANPDP. 

Management of the 

register of data 

subjects' rights 

The Authorized Representative (AR 

follows the data subject's entitlement 

request and notifies third parties of the 

results. The DC processes the request 

for this right. 

Management of the 

register of personal 

data breaches 

The AR tracks the personal data breach 

in the app, develops the action plan 

preventive measures, notifies third 

parties, and closes the case. The Chief 

Information Security Officer (CISO) 

handles the breach. 

Database 

Administration 

The administrator : 

- Controls access to all features, 

- Manage the Database, 

- Saves and restores the Database, 

- Creates and modifies user profiles. 

Authentication and 

access 

The user must enter a password to 

access the app. 

Source: Authors, (2025). 

 

In our case, the non-functional requirements are translated 

into three points: 

1. Security: The system administrator is responsible for 

defining the user profiler and storing passwords securely. 

2. Educational: To provide an informative bridge between 

the operations of the system, on the one hand, and the legal essence 

of Law 18-07, on the other hand. 

3. Usability: Integrate tooltips into the app to help users 

navigate and interact effectively with the app. 

 

The dynamic context diagram of our application 

“Conform1807" is illustrated in Figure 4, we emerge with the 

identified actors of the system: 

1. Main actors:  

- The DC,  

- The AR,  

- The CISO,  

- The administrator.  

2. Secondary actor :  

- The Data Subject (DS),  

- The ANPDP 

 

 
Figure 4: Dynamic context diagram of "Conform1807". 

Source: Authors, (2025). 

 

Table 3: Distribution of use cases and actors package. 

Use cases Actors Package 

Tracking the processing 

of personal data 
DC 

Management of 

the processing of 

personal data 

Verify the compliance of 

personal data processing 
AR 

Follow the decisions of 

the ANPDP 
AR 

ANPDP 

Follow up on the right 

request of the data 

subjects 

AR 

Management of 

data subject 

rights requests 

DS 

To process the data 

subjects' request for 

rights 

DC 

ANPDP 

Track the personal data 

breach 
AR 

Management of 

personal data 

breaches 

ANPDP 

DS 

Handling the breach of 

personal data 
CISO 

Manage users 
Administrator Support service 

Manage the Database 

Source: Authors, (2025). 

 

The Use Case Diagram (UCD) identifies four main and two 

secondary actors (Figure 5): 

- Main actors: the data controller, the AR, the CISO and the 

administrator. 

- Secondary actors: the ANPDP and the data subject. 
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Figure 5: Use case diagram. 

Source: Authors, (2025). 

 

In the activity diagram of the “management of personal data 

processing”, there are two main actors and one secondary actor, as 

illustrated in Figure 6. 

1. The data controller, the main actor, monitors the 

processing of personal data. 

2. The Authorized Representative, the main actor, verifies 

the compliance of the processing with respect to Low 18-07 and 

prints the processing declaration to be submitted to the ANPDP 

through the Web portal. 

3. The ANPDP, a secondary actor, receives the treatment 

declaration. 
 

 
Figure 6: Activity diagram of the Management of Personal Data 

Processing package. 

Source: Authors, (2025). 

 

In the activity diagram of the "Management of Data 

Subjects' Rights Requests", there are two main actors and two 

secondary actors, as illustrated in Figure 7. 

1. The AR, receives the request for rights from the 

concerned person and follows up on the rights request. He 

documents the results and notifies third parties.  

2. The data controller, as the main actor, processes the 

request for the rights of the data subjects. 

3. The data subject, who is a secondary actor, requests the 

exercise of these rights. 

4. The ANPDP, a secondary actor, responds to requests for 

response time. 
 

 
Figure 7: Activity diagram of the Management of Data Subjects 

Rights Requests package. 

Source: Authors, (2025). 

In the activity diagram of the Personal Data Breach 

Management, there are two main actors and one secondary actor, 

as illustrated in Figure 8. 
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4. The AR, he main actor, monitors the violation of 

personal data. He notifies third parties of the breach.  

5. The CISO, the main actor, send the report of detection 

of the personal data breach to the AR, addresses the breach, and 

develops the action plan for preventive measures. 

6. The ANPDP and the concerned person, secondary 

actors, receive notifications of violations. 

 

 
Figure 8: Activity diagram of the “Personal Data Breach 

Management" package. 

Source: Authors, (2025). 

 

The class diagram of our application is shown in Figure 9. 

 

 
Figure 9: Class diagram. 

Source: Authors, (2025). 

 

In our application, we implemented the SHA-256 hashing 

algorithm to secure user passwords, as shown in Figure 10. 

 

 
Figure 10: User table with hashed password field (Pwd_sha). 

Source: Authors, (2025). 

 

IV. RESULTS AND DISCUSSIONS 

To access the application named Conform1807, the user 

must authenticate with username and password (Figure 11). 

 

 
Figure 11 : The “Authentication” interface. 

Source: Authors, (2025). 

 

The Roles interface (Figure 12) , allows configuring system 

access permissions, thus ensuring system protection. 

 

 
Figure 12 : The “Roles” interface. 

Source: Authors, (2025). 

 

In order to manage users, the “User Management” interface 

is implemented, as shown in Figure 13. 
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Figure 13 : The “User Management” interface. 

Source: Authors, (2025). 

 

In the Conform1807 application, the management of the 

personal data processing register is carried out through the interface 

shown in Figure 14. 

 

 
Figure 14 : The interface of the “Personal data processing 

management” module. 

Source: Authors, (2025). 

 

Managing data subject rights requests begins with 

identifying the concerned person, as illustrated in Figure 15. 

 

 
Figure 15: “Data Subjects Update” interface. 

Source: Authors, (2025). 

Once the data subject is identified, the request is tracked and 

recorded in the associated registry, as illustrated in Figure 16. 

 

 
Figure 16 : The interface of the  "Management of requests for 

rights of data subjects". 

Source: Authors, (2025). 

 

The CISO and AR handle the personal data breach register, 

as explained in Figure 17. 

 

 
Figure 17: The interface of the “Personal Data Breach 

Management” module. 

Source: Authors, (2025). 

 

Our application "Conform1807" stands out for its ability to 

provide companies with an effective tool to comply with the 

requirements of Law 18-07; it incorporates the principles of 

personal data protection such as individuals' rights, notification of 

personal data breaches as an example, and not exhaustively. By 

offering a user-friendly interface, automated compliance 

assessments, and personalized advice, it meets a critical need in the 

local market. 

 

V. CONCLUSIONS 

Law 18-07 marks a significant step forward in Algeria's 

legal framework for personal data protection, aiming to regulate 

data processing comprehensively while ensuring the rights of 

individuals. However, compliance presents technical and 

organizational challenges, with risks of legal sanctions and 

reputational harm.  

Addressing these issues, our application offers a local, 

accessible solution tailored to Algerian companies, filling a critical 
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gap by providing a user-friendly tool that facilitates data processing 

management, respects individuals' rights, and handles data 

breaches effectively, all while considering the specificities of 

algerian legislation and avoiding the high costs and complexity of 

international alternatives. 
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Technological innovations in recent times have led to widespread use of non-linear loads in 

power networks. These loads generate harmonics which result in the distortion of the 

system’s voltage and current signals and consequently, leads to power loss. This research 

assessed the total harmonic distortion (THD) mitigation capability of series passive filters 

(SePF) in an electricity distribution network (EDN) with a high penetration level of non-

linear loads and the resulting effect on power loss (PL). The EDN for 250-seater computer 

laboratory facility in Federal University of Agriculture, Abeokuta (FUNAAB), Nigeria was 

considered as a case study. The network modelled and simulated without and with SePF in 

MATLAB/Simulink environment (R2023a version). The system's voltage-current THD 

(THDV-I) and PL were evaluated to determine the relationship between the two parameters. 

The obtained results showed that when no filter was applied, the THDV-I and PL were 

37.38% and 9,703 W, respectively. However, when SePF was used on the network, the 

THDV-I reduced to 4.90% and the PL minimised to 146 W. These results indicated that PL 

reduces with decrease in THDV-I. The series passive filter application on the considered 

facility in this research appropriately mitigated the observed THD and the associated PL.  

Keywords: 

Non-linear load, 

Power loss, 

Power Quality, 

Series passive filter, 

Total Harmonic Distortion. 
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I. INTRODUCTION 

Power quality problems, especially harmonic distortion and 

power losses, have grown to be major issues in the current 

electrical distribution network because non-linear loads are used so 

frequently. These non-linear loads, which include things like 

computers, variable speed drives, and fluorescent lights, absorb 

current in a way that isn't sinusoidal, which adds harmonic currents 

to the power system. [1-3]. The presence of these harmonic 

currents distorts the ideal sinusoidal waveform of the voltage and 

current, leading to various adverse effects, including increased 

power losses, malfunctioning of sensitive equipment, and 

overheating of transformers and cables [1], [4-6]. Harmonic 

distortion in electricity distribution systems, if left unmitigated, can 

lead to severe reliability and efficiency issues, thereby affecting the 

overall performance of the system [7-10]. 

The relationship between power losses and harmonic 

distortion is essential to comprehending the overall effectiveness 

of the electrical distribution network. Due to the components with 

higher frequency in the current waveform of the system, electrical 

systems’ losses which are mostly caused by resistive losses in 

conductors and transformers increase when harmonic currents are 

present. Additional losses are caused by the conductors' increased 

eddy current losses, core losses, and skin effects as a result of these 

higher-frequency currents. Also, harmonic distortion can increase 

system losses by causing voltage instability and interfering with 

protective device functionality. [1], [8], [11], [12]. Therefore, an 

effective harmonic mitigation strategy must not only reduce 

distortion but also minimize the resultant power losses. 

Different solutions techniques have been proposed to 

mitigate harmonic distortion in power networks. To begin with, 

authors [6], [13-16] explored how to lower harmonic emission 

from non-linear loads by modifying power network topologies, 

isolating, and using harmonic reduction transformers. More so, 

authors [6], [17],[18] discussed the use of power filters as 

mitigating techniques for harmonic reduction in power networks, 

encompassing both passive and active filters as well as their 

hybrids. Installing passive power filters is one of the commonest 

ways to reduce harmonic distortion. By creating low-impedance 

pathways for certain harmonic frequencies to avoid the load, 

passive filters that consist of resistors, inductors, and capacitors 
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which are intended to lessen particular harmonic frequencies from 

the electrical network [13], [17-19]. Since each strategy has its 

advantages and disadvantages, it is impossible to definitively 

identify which is optimal. To choose the optimal solution and avoid 

wasting financial resources on inappropriate ones, a preliminary 

analysis of the problem must be carried out. [9], [13], [20]. On the 

overall, it has been shown that when these mitigation measures are 

applied, harmonic distortion reduces drastically, thereby reducing 

power losses in the system  [19], [21], [22]. 

In this context, the assessment of the effect of series passive 

filters on the harmonic distortion-power loss relationship is 

essential for improving the efficiency and reliability of electricity 

distribution networks [20], [23]. The main goal of such assessments 

is to determine how the installation of these filters influences both 

the level of harmonic distortion and the associated power losses in 

the system. 

It must define the problem and importance of the research 

carried out, it presents a (not very extensive) review of the literature 

on the subject of the article, including the authors' contributions to 

the state of the art. If you use abbreviations or acronyms, first write 

the words that identify them and then, in parentheses, the acronym. 

This set also establishes the research question, the objectives of the 

work and hypothesis, if necessary, the importance and limitations 

of the study. Establishes the method used at work. It is written in 

the present tense. 

 

II. THEORETICAL REFERENCE 

A number of investigations have been conducted on 

mitigating harmonic distortion and establishing its relationship 

with power loss without and with filter application.  

An assessment of how harmonics affect the distribution of 

power in the system. Author [4] conducted research on the 

influence of harmonic effects on energy distribution in a medium 

voltage network (20kV). The study suggested formulas for 

calculating energy loss assessments resulting from THDI and 

power factor noncompliance within the limits imposed by 

standards. Comparative analysis of ShPF and SAF (shunt active 

filter) for electrical distribution network harmonic mitigation was 

presented by author [18]. The study considered a typical bottling 

company in Nigeria as a test network. Evidence from the results 

showed that ShPF and SAF minimised the network’s THDV and 

THDI with an indication that ShPF demonstrated better 

performance than SAF, making it more suitable for mitigating 

harmonics on the bottling company. Author [19] investigated the 

effectiveness of harmonic filters in improving power quality under 

industrial load. Shunt passive filters and hybrid combinations of 

series active filter and shunt passive filter and shunt active filter 

and shunt passive filter were shown to be effective harmonic 

distortion reduction techniques for the test network taken into 

consideration in this work. 

By simultaneously determining the maximum voltage and 

current harmonic contribution in interconnected networks, Author 

[22] created a novel technique for reducing harmonic magnitude. 

According to simulation results, the suggested approach yields 

more concrete outcomes for accurately identifying the harmonic 

source that produces the most reduction in harmonic voltage or 

current in the designated network bus or line. Author [24] presented 

harmonic analysis in power distribution networks. The research 

focused on the improvement of the accuracy and reliability of 

harmonic analysis in the power distribution network. Author [25] 

looked at how harmonics affected a distribution transformer's 

temperature rise and power loss. This study examined the elevated 

losses and temperature rise under well-defined harmonics in a 

25kVA oil-filled distribution transformer. The theoretical and 

practical data were directly correlated, demonstrating the 

detrimental harmonics' impact on power losses and the 

accompanying increase in distribution transformer’s temperature. 

Previous studies reviewed have shown that passive filters 

are capable of significantly reducing harmonic distortion, but their 

impact on power losses has been varied depending on the system 

configuration, filter design, and the level of harmonics present. The 

objective of this research is to fill this gap by providing a detailed 

analysis of how series passive filters influence both harmonic 

distortion levels and power losses in an electricity distribution 

network. 

III. MATERIALS AND METHODS 

II.1. HARMONIC INDICES 

Harmonic indices are key parameters used to quantify the 

level of harmonic distortion in power systems, enabling the 

evaluation of power quality and the identification of potential 

issues caused by harmonic currents. These indices help in assessing 

the impact of harmonics on system performance and guide in the 

design of mitigation strategies like passive filters [11].  

 

II.2. TOTAL HARMONIC DISTORTION (THD) 

One of the most widely used indexes for figuring out a 

waveform's harmonic content is total harmonic distortion (THD). 

It can be used to measure the total distortion level of both voltage 

and current, making it an indicator of a waveform's effective value  

[14],[26]. Put another way, it is the harmonics' potential heating 

value in relation to the fundamental. It is possible to compute this 

index for voltage or current using equation (1)[18],[24]: 

 

hmax 2M
hh>1

THD=
M

1



                     (1) 

 

where Mh is the M quantity  of the RMS value of harmonic 

component  h.  

The square root of the sum of the squares is the distorted 

waveform's RMS value. The THD and the waveform's RMS value 

are connected by equation (2): 

 

hmax 2 2
RMS= M =M 1+THD1h

h>1


   (2) 

 

When a distorted voltage is placed across a resistive load, 

the THD can give a fairly accurate estimate of the additional heat 

generated, but for many applications, one must be mindful of its 

limitations[14], [26]. The most common usage of the Voltage 

harmonic distortion is characterized by the THD index. The 

waveform's fundamental value at the time of the sample is nearly 

always used as a reference for harmonic voltages. THDV is 

virtually always a substantial figure as the underlying voltage only 

changes by a few percent. Relating to this work we first have to 

determine the total harmonic distortion for both current and 

voltage. A harmonic affected waveform's current and voltage THD 

can be written respectively as equations (3) and (4) as: 
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 I

2I
hh=2THD =

I
1




             (3) 

 

V

2V
hh=2THD =

V
1




          (4) 

 

Equations (5) and (6) are alternate form of equations (3) and 

(4) respectively while equation (7) gives the combined expression 

relating both current and voltage. 

 
22 2

1 II =I (1+THD )            (5) 

2 2 2
1 VV =V (1+THD )           (6) 

2 2
V IV-ITHD = THD +THD

    
     (7) 

 

Where the fundamental current and voltage values are I1 and 

V1, and the RMS current and voltage values are I and V. 

The equation (7) is primarily used in power systems 

research to assess the cumulative effect of voltage and current 

harmonics on system performance. This combination provides a 

holistic measure of distortion in systems with complex harmonic 

interactions, especially when studying the impacts of harmonic 

pollution on power quality and reliability [27], [28]. 

 

II.3. HARMONIC DISTORTION-POWER LOSS 

RELATIONSHIP IN DISTRIBUTION NETWORK 

Harmonic active power, a product of the same order of 

harmonic voltage and current, is injected into the distribution 

system by non-linear loads. Even though It is substantially lesser 

than the underlying active power, the power due to harmonic 

distortion will raise the utility supply system's losses.. Power loss 

and harmonic distortion are related via equations (8) to (21) 

[29],[30]: 
2

Power loss due to harmonics (PL) = RI              (8) 

  

where R is the resistance of the system and I is the RMS current 

values and Ih is harmonic current at individual harmonic h 

From equation (3) above we have: 

  

I

2I
hh=2THD =

I
1




      (9) 

Equation (14) can be modified into equations (10) and (11) 

 

I
2THD .I = I

1 hh=2


      (10) 

 

2 2 2THD  .I = I
I 1 hh=2


       (11) 

 

where RMS current is 

 

2 2 2I I + I
1hh=2


      (12) 

 

Making  

2I
hh=2




 the subject, equation (13) is obtained. 

 

2 2 2I =I - I
1hh=2


        (13) 

 

Putting equation (13) in equation (11), equations (14) to 

(16) are obtained. 
2 22 2

1 1 . II - I =(I THD )     (14) 

 
2 22 2

1 1 . II =I +(I THD )     (15) 

 
22 2

1 II =I (1+THD )    (16) 

 

Putting Equation (16) into equation (8), equation (17) was 

obtained 
 

2 2
L 1 IP =RI (1+THD )       (17) 

Putting equation (12) in equation (8), equation (18) was 

obtained 
 

2 2
L h

h=2

P =R(I + I )


     (18) 

where R is resistance of the conductor, n is the harmonic 

order, In is the current in harmonic order n. 

For a three-phase three-wire utility, the total losses are 

expressed in equations (19) and (21) 
 

p p N N
2 2loss due to harmonics = 3R I +R I             (19) 

2 2
N Nh

h=1

where I  I


 
                       

RMS phase current is expressed in equation (20) 

2 2 2 2
p ah bh ch

h=1

I = (I +I +I ) 


     (20) 

2 2 2 2
p ah bh ch N Nh

h=1 h=1

loss due to harmonics = 3R (I +I +I )+R I
 

    (21) 

where the neutral line current is IN, while the balanced 

network's phase current is Ip. The hth harmonic of the neutral 

current is INh, the phase and neutral resistances are Rp and Rn, and 

the harmonic h currents in phases A, B, and C are Iah, Ibh, and Ich 

respectively[29],[30]. Currents that are zero-sequence and 

unbalanced can cause overloading due to the neutral wire's 

significant loss. 
 

II.4. DESIGN OF SERIES PASSIVE FILTER 

A filter connected in series with a system is called a series 

passive filter. Harmonics are blocked before they may enter the 

system using high impedance passive filters in series. Passive 

filters are typically connected in series with main switchboards, 

motor control systems, switch gears, busbars, etc. [3], [13], [17], 

[31]. Designs of single or double-tuned passive filters are very 

good options for applications that need the suppression of 
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particular harmonics. For this research, SePF with special attention 

on single tuned filter. The basic configuration of a tuned filter is 

represented in Figure 1 while the schematic diagrams of SePF is 

shown in Figure 2.  

 
Figure 1: Schematic diagram of a single tuned passive filter. 

Source: Authors, (2025). 
 

 
Figure 2: Schematic diagram of  SePF. 

Source: Authors, (2025). 

 

From a power factor standpoint, selecting the appropriate 

capacitor size is crucial when designing tuned passive filters. 

According to author [32] The filter capacitor Cf is usually sized for 

a known reactive power compensation QC in order to boost power 

factor. Consequently, Cf and QC are related by equation (22): 
 

 
c

f
2 2

Q 1
C = 1-

2 π f V n

 
 
 

      (22) 

 

where n is the harmonic order and f is the fundamental 

frequency, and V is the supply voltage. 

Equation (28) governs the series resonance provided by the 

filter reactor Lf at the harmonic frequency fn = nf.:   

 

  L cX =X      (23) 
 

where the capacitive reactance is denoted by XC and the 

inductive reactance by XL. 

The values for XL and XC are provided by equations (24) 

and (25) as: 

L n fX =2πf L            (24) 

 

c

n f

1
X =

2 π f  C
               (25) 

In equations (29) and (30) make Lf and Cf the subjects, 

respectively. equations (26) and (27) are obtained as: 
 

L
f

n

X
L =

2 π f
          (26) 

f

n c

1
C =

2 π f  X
       (27) 

 

The use of equations (24) and (25) in equation (23) yields 

equation (28) providing the filter's inductive value.. 

f 2 2

n f

1
L =

4 π f  C
     (28) 

 

The filter's quality factor Q, which determines how sharp 

the tuning is, determines the resistance Rf of a tuned filter [32],[33]. 

Equation (34), from which Rf is mathematically derived, is further 

adjusted in equations (30) and (31) using equation (28) in (29). 

2 π f  Ln fR =
f Q

      (29) 

f

f

f

L

C
R =

Q
            (30) 

f
f 2

f

L
R =

Q C
     (31) 

 

The value of Q ranges from 20 to 100; a higher value of Q 

results in better harmonic distortion mitigation. [32],[ 33] 
 

II.5. CASE NETWORK 

250 seater’s computer laboratory electrical network is going 

to be used as the test system in this study. 250 seater’s computer 

laboratory is a facility in Federal university of Agriculture 

Abeokuta (FUNAAB) in Ogun state, Nigeria. The facility was fed 

from a dedicated 33 kV feeder which was stepped down to 

11/0.415 kV through a 33 MVA rating power transformer. The 

facility has a back-up consisting of a generator of 300 kVA rating. 

The layout of the facility’s electrical distribution network is shown 

in Figure 3, Tables 3 and 4 displays the power requirements of the 

primary loads. 

 

 
Figure 3: The power network layout of the 250 seater's 

computer lab. 

Source: Authors, (2025). 

 

Table 3: Power requirements of the main hall loads in 250 

seater’s computer laboratory. 

Loads Type Unit S(VA) P(W) Q(Var) 

Computers N 291 23643.75 18915 14186.23 

fans N 30 1312.5 1050 787.2 

Compact 

fluorescent 

N 116 4350 3480 2610 

Split Air 

conditioner 

N 6 42750 34200 25650 

CCTV 

cameras 

N 16 300 240 180 

Total   72356.3 57885 43413.6 
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Source: Authors, (2025). 
 

Table 4: Power requirements of the office loads in 250 seater’s 

computer laboratory. 

Loads Type Unit S(VA) P(W) Q(Var) 

Computers N 12 975 780 585 

fans N 12 525 420 315 

Compact 

fluorescent 

N 12 450 360 270 

Air 

conditioner 

N 12 18750 15000 11250 

printer N 12 525 420 315 

Total   21225 16980 12735 

Source: Authors, (2025). 
 

Where N is nonlinear load. 
 

II.6. CHOICE OF SIMULATION SOFTWARE 

In order to be able to investigate properly the harmonic 

distortion’s effects on power losses, a virtual environment of the 

distribution network will simulated using Matlab/Simulink 

software. Simulink is a graphical programming environment for 

modelling and analysing dynamical systems. It is interactive and 

provides an enabling environment to explore design concept to 

model non-linear system at any level of complexity. The Simulink 

model of the considered 250 seater’s computer laboratory 

distribution network. Apart from being interactive, Simulink 

allows the systematic construction of the distribution network and 

harmonic mitigation device using basic function blocks [34]. 

Among its other benefits are the provision of solvers, customized 

libraries and graphical editors for non-linear systems design and 

analysis. Hence, the choice of MATLAB/Simulink software for 

this study. The fast Fourier transform application will be used in 

deriving the THD of the system as it is very useful in transforming 

time series signal to frequency axis signal. The Simulink model for 

the different configuration of filters is depicted in Figure 4. 
 

 
(a) 

 

(b) 

Figure 4: Simulink model (a) without filter (b) SePF for 250 

seater computer laboratory power distribution network. 

Source: Authors, (2025). 

 

IV. RESULTS AND DISCUSSION 

III.1. SIMULATION RESULTS OF TEST NETWORK 

WITH NO FILTER 

The obtained results from simulating the Simulink model of 

250 Seater’s Computer Laboratory facility network layout without 

any use of filter are displayed in Figures 5 to 8. Figure 5 and 6 are 

the three phase waveforms of the network’s voltage and current 

respectively. Figure 7 is the power loss three phase wave form and 

Figures 8a and 8b is the spectrum for both voltage and current 
 

 
Figure 5: Three phase voltage waveform of the case 

network without filter. 

Source: Authors, (2025). 

 
Figure 6: Three phase Current waveform the case network 

without filter. 

Source: Authors, (2025). 
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Figure 7: Three phase Power loss waveform the case network 

without filter. 

Source: Authors, (2025). 

 

 
(a) 

 
(b) 

Figure 8: The spectrums of case network without filter (a) voltage 

(b) Current. 

Source: Authors, (2025). 

 

The THDV and THDI in Figure 8a was evaluated as 21.71% 

and 30.43% respectively. From figure 6 and 7 we can see the 

distortions in the system’s voltage and current signal in their 

spectrums respectively without filter. According to Figure 7 the 

maximum power loss in the system was measured as 9703 W. The 

THDV-I is calculated using Equation (7) and the value was 37.38% 

which is very high without filter applied. 

 

III.2. SIMULATION RESULT OF TEST NETWORK WITH 

SePF 

The results obtained from the simulation of the Simulink 

model of 250 Seater’s Computer Laboratory facility network 

layout with Series passive filter applied are presented in Figure 9 

to 12. Figures 9 and 10 shows the three phase wave form for the 

system’s voltage and current respectively. Figure 11 shows the 

power loss three phase wave form of the case network and Figures 

12a and 12b shows the spectrum for voltage and current 

respectively. 
 

 
Figure 9: Three phase voltage waveform of the case network with 

the use of SePF. 

Source: Authors, (2025). 
 

 
Figure 10: Three phase current waveform of the case network 

with the use of SePF. 

Source: Authors, (2025). 
 

 
Figure 11: Three phase power loss waveform of the case network 

with the use of series passive filter. 

Source: Authors, (2025). 

 

 
(a) 
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(b) 

Figure 12: The spectrums of the case network with the use of 

SePF (a) voltage (b) Current. 

Source: Authors, (2025). 

 

Figure 13 and 14 shows the minimized distortion in the 

voltage and current signals respectively when SePF was applied to 

the network. THDV in Figure 16(a) was evaluated as 0.90% given 

a reduction of 20.81% when compared with Figure 8(a), while 

THDI in Figure 16(b) was evaluated as 4.82% given a reduction of 

25.61% when compared with Figure 8(b). According to Figure 15 

the maximum power loss in the system was measured as 146 W 

given a reduction of 9557 W as when compared with Figure 7. The 

THDV-I is calculated using Equation (7) and the value was 4.90% 

with SePF applied. 

The values of THDV and THDI gotten from the results of the 

simulation where inputted in equation (7) to calculate the THDV-I 

which is the combination of both THDV and THDI. Figure 13a 

shows the comparison of THDV, THDI, and THDV-I and Figure 13b  

shows the power loss comparison without filter and with SePF 

applied in the 250 Seater’s Computer Laboratory facility 

distribution network. 

 

II.3. COMPARISON OF THD ON PL WITHOUT AND 

WITH THE APPLICATION OF FILTER TO 250 

SEATER’S COMPUTER LABORATORY FACILITY 

DISTRIBUTION NETWORK 

The values THDV and THDI gotten from the results of the 

simulation where inputted in equation (12) to calculate the THDV-I 

which is the combination of both THDV and THDI. Figure 13 

shows the comparison between HD and PL in the 250 Seater’s 

Computer Laboratory facility distribution network. from Figure 21 

it can be established that total harmonic distortion is directly 

proportional to power loss. 

 

 
(a) 

 
(b) 

Figure 13: (a) Bar chart of THDV THDI and THDV-I (b) Bar chart 

of Power loss of the simulated results of the 250 Seater’s 

Computer Laboratory facility distribution network without and 

with application of SePF. 

Source: Authors, (2025). 

 

III.4. DISCUSSION OF THE FINDINGS 

The harmonics present causes the basic system parameters 

such as voltage and current to deviate from the statutory or 

tolerance limit, leading to poor operation of the distribution system 

and consequently, causing power quality problems and high system 

losses. From the results obtained, it was observed that the THDV 

and THDI of the system when no filter was applied were above the 

recommended harmonic distortion limits of 5 and 16% respectively 

[2],[35],[36]. However, when SePF were applied respectively, the 

THDV and THDI obtained in each filter state reduced drastically to 

values within the recommended harmonic distortion limit 

[2],[35],[36]. Assessing from Figure 13, it was found out that 

power loss increases with increase in THD which indicated that 

there was a positive correlation between THD and power loss. 

The results of the harmonic distortion in the test network in 

this study aligned with the findings of authors [18], [21]. [13], 19]  

that the application of passive filters has the capabilities of 

reducing harmonic distortion level within a power network. 

Authors  [25],[37],[38] also asserted that harmonic distortion 

effects power quality negatively with resulting increase in power 

loss. This assertation was in tandem with the findings of this 

research. Hence, this study established that power quality 

improvement could be achieved with the application of the passive 

filters to reduce the harmonic distortion levels and by extension 

reducing power loss within power distribution network. 

Be concise, write your conclusions as clearly as possible in 

a single paragraph. It must be consistent with the objectives of the 

research and the scientific issues described in it. 
 

V. CONCLUSIONS 

The harmonics present in any power network can cause 

serious efficiency problems in such system, hence, threatens power 

quality. The study assessed the THD-PL relationship on a test 

facility electrical distribution network of 250 Seater’s Computer 

Laboratory in FUNAAB, Nigeria and the mitigation capabilities of 

SePF on the system. The study noticed high penetration level of 

harmonics which caused high distortion level and PL in the case 

network without application of filters. The THD and consequently, 

the PL reduced appreciably with the use of SePF on the system. 

The study demonstrates a clear correlation between harmonic 

distortion and power losses in electricity distribution networks. By 

examining the role of series passive filters, the study confirms their 

0

10

20

30

40

Without Filter SePF

TH
D

(%
)

Filter configuration

THDV (%) THDI (%) THDV-I(%)

0

2000

4000

6000

8000

10000

12000

Without Filter SePF

P
o

w
er

(W
)

Filter configuration

Power loss (Watts)

Page 167



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 161-169, March./April., 2025. 

 

 

effectiveness in reducing harmonic distortion, thereby minimizing 

associated power losses. 
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Rolling bearings functionality has a primary importance for the correct operation of the 

rotating machines. In this paper, a monitoring technique based on deconvolution approach 

is proposed to restore the impulsive shape from the measured vibration signal. This latter 

is obtained from a convolution of real impulse signal and transmission function. The 

proposed procedure consists of two major steps; firstly, using the minimum entropy 

deconvolution (MED) to obtain the inverse filter, secondly introducing the iterative 

deconvolution algorithm to go back to the initial problem that is mathematically described 

by the convolution process to restitute the impulsive signal. The proposed procedure is 

applied to bearing diagnosis, and its effectiveness is validated by simulated and 

experimental data acquired from operational bearings. Moreover, the monitoring obtained 

results are satisfactory. 
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I. INTRODUCTION 

Due to the complexity of mechanical system, multiple 

faults may co-exist in rotating machinery, especially in one of 

their most important component rolling element bearings. 

Therefore, the requirement for fault diagnosis has grown and 

proves that it is extremely essential task in process monitoring; it 

provides operators with the process operation information. Early 

diagnosis of process faults like rolling bearing faults can help to 

avoid abnormal event progression, and to reduce productivity loss 

in order to ensure the safe running of machines. Several 

monitoring methods for this purpose have been developed, 

including dynamics, tribology, nondestructive methods and 

vibration [1-3].  

The vibration signal analysis has been widely used over 

the past decade, as it provides valuable information about the 

health condition of mechanical equipment. Vibration signals from 

rolling bearings are particularly important for fault diagnosis due 

to their critical role as mechanical components. However, these 

signals often contain significant noise because of their sensitivity 

to various faults. In the presence of background noise, the useful 

information can be obscured. Therefore, to extract the effective 

information, various feasible and effective techniques need to be 

applied. Numerous researches for this goal are available in the 

literature. 

From a mathematical perspective, the bearing vibration 

signal is viewed as the result of a convolution process involving 

periodic impacts caused by faults and the response of mechanical 

components. This work builds on this concept, aiming to restore 

the original impulsive signal from the measured one. There has 

been a considerable amount of research into the creation of 

different restoration techniques during the last decades. Among 

the many proposals found in the scientific literature, there are: 

wavelet transform [4],[5], Variational Mode Decomposition 

(VMD) [6],[7], Empirical Mode Decomposition (EMD) [8],[9], 

Blind Separation Sources (BSS) [10],[11] and the Minimum 

Entropy deconvolution) (MED) [12- 15] etc. 

MED has been shown to be a successful deconvolution 

method, it was proposed by Wiggins [16] to enhance the 

excitation component in the fault vibration signal. This technique 

is based on the maximization of the kurtosis by finding an inverse 
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filter while considering that the initial excitation was impulsive. 

After that, Endo and Randall [17] applied MED to detect faults in 

rotating machines diagnosis, more precisely in gears. Then, [18], 

[19] adopted this technique to enhance the detection of bearings 

faults. In [20] combined a monostable stochastic resonance with 

minimum entropy deconvolution based on time-delay feedback 

for fault diagnosis of rolling bearings. In [21] suggested rolling 

bearing condition monitoring technique based on the envelope 

spectrum and MED. Recently, many researchers such as: [22-25], 

… etc. employed different deconvolution methods as an 

important step in an effective strategy in order to restitute the 

informative impulse. Unfortunately, unless the development of 

those different researches, the results are limited. 

As mentioned previously, the vibration signal of rolling 

bearings is often contaminated by significant noise due to their 

sensitivity to various faults, leading to many difficulties in 

extracting useful information. Although different studies have 

been conducted to isolate the impulse signal and eliminate 

unwanted sources. Unfortunately, the results remain insufficient 

to overcome these difficulties. For this purpose, we propose a 

novel strategy in this paper, combining MED with iterative 

algorithms to restore the impulsive components present in the 

bearing signal. 

Firstly, an investigation by applying the deconvolution 

techniques and adopting the MED method to optimize the finite 

impulse response (FIR) filter that eliminates the effect of the 

transmission path through inverse filtration to get a signal closer 

to the original impulse, this useful information corresponds to the 

convolution process of the generated impulses and the 

transmission path of the mechanical component. Although the 

MED filter has been estimated as a first step, this latest leads a 

solution of an appropriate ill-posed problem and it requires the 

result to be regularized, hence this typically referred to operates it 

in combination with other signal processing techniques in order to 

overcome these limitations. For this reason, we present in the 

second step of this procedure, an estimation of the original 

impulses by applying iterative algorithms regularized by 

Tikhonov-Miller (TM) based on integrated a priori model of 

solution. 

The rest of this paper is structured as follows: section 2 

describes in detail the proposed method. Section 3 contains the 

theoretical background of MED, iterative algorithm and TM 

Regularization. In section 4, verification of the suggested 

procedure's efficacy utilising simulated bearing signal and the 

experimental data collected from bearing test rig. Section 5 

discussed the obtained results. Finally, the conclusions are drawn 

in Section 6. 

 

II. THEORETICAL BACKGROUND: 

II.1 MINIMUM ENTROPY DECONVOLUTION (MED) 

Deconvolution is defined as the opposite process of 
convolution. In fact, the measured signal may be seen as result of 

a convolution operation of the original signal and the transmission 

path. Figure (1) illustrates the convolution/deconvolution process 

in which the signals g(k) and x(k) represent respectively the 

original impulse and the measured output, h(k) represents the 

effect of the transmission path, f(k) is the finite impulse response 

(FIR) filter, n(k) represents the noise and * denotes the 

convolution. 

 

 
Figure 1: Convolution/deconvolution basic process. 

Source: Authors, (2025). 

 

As mentioned previously different deconvolution 

techniques are employed to restore the original impulses. In this 

work we present the MED method, which has been recently 

introduced to the machine monitoring domain. Wiggins [16] was 

the first to suggest it in the area of blind convolution, and it was 

effectively used in seismic treatment. 

The fundamental idea of applying the MED technique is to 

construct an inverse filter in order to eliminate the effect of the 

transmission path from the measured signal. Thus, the filtered 

output signal yk produced by the input signal (measured signal) xk 

(k=1, 2… N) and the building inverse filter  f =[f1, f2,…, fL] with L 

coefficients, as follows: 

 

  𝑦(𝑘) = 𝑓(𝑘) ∗ 𝑥(𝑘) = ∑ 𝑓(𝑖)𝑥(𝑘 − 𝑖)

𝐿

𝑖=1

+ 𝑛𝑘               (1) 

Such that: 

 

𝑥(𝑘) = 𝑔(𝑘) ∗ ℎ(𝑘) + 𝑛𝑘                            (2) 

 

The figure (2) illustrates the basically process of MED, 

this process is implemented for calculating the optimal set of filter 

coefficients by maximizing the kurtosis of y(k).] 

 

 
Figure 2: MED process. 

Source: Authors, (2025). 

 

Hence, the kurtosis of an output signal y is given by: 

 

𝑘 =
𝐸(𝑦4)

(𝐸(𝑦2))2
− 3                                   (3) 

 

 𝑦 = 𝑓𝑥 + 𝑏                                      (4) 
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Unfortunately, the challenge of reconstructing x from 

equation (4) leads to an ill-posed problem; in other words, the 

solution x of equation (4) may not be unique, may not exist, or 

may not depend continuously on the data. It is clear that these 

limitations must be overcome by introducing stability criteria; 

more precisely regularizing this ill-posed problem, and through 

adopting a deconvolution algorithm. 

 

II.2 ITERATIVE ALGORITHM AND TIKHONOV-

MILLER REGULARIZATION 

II.2.1 VAN CITTERT ALGORITHM 

Iterative algorithms are used to inspect the solution more 

precisely than when calculating in a single operation, in other 

words they generally have the advantage of not imposing the 

direct calculation of inverse operators. 

Van Cittert algorithm [26] serves as a foundational tool for 

many iterative deconvolution methods. This approach is a fixed-

point [27], its iterative formula is given by:  

 

{
𝑥𝑛+1 = 𝑥𝑛 + (𝑦 − 𝑓𝑥𝑛)
𝑥0 = 𝑦                                

                            (5) 

 

The vector 𝑥𝑛 represents an intermediate solution that lies 

between the initial estimate 𝑥0 and the final solution 𝑥∞. It can be 

demonstrated that the Van Cittert algorithm converges to a 

solution 𝑥∞ that is equivalent to that derived from direct inversion 

(Equation  6).  

 

𝑥∞⟶  𝑓−1𝑦                                            (6) 
 

This property underlines the effectiveness of the algorithm 

in reconstructing signals. But unfortunately the Van Cittert 

algorithm does not consider the presence of noise in the measured 

signal. This leads from a mathematical point of view to an 

unstable solution if the problem is ill-posed. Therefore, it is 

essential to incorporate an effective regularization in order to 

achieve a reliable solution. 

 

II.2.2 TIKHONOV-MILLER REGULARIZATION 

When the problem is poorly conditioned, it can lead to an 

unstable solution. Therefore, it is necessary to use a regularization 

method to obtain a desirable solution. Different regularization 

methods have been proposed and discussed [28-30]. 

Tikhonov regularization is regarded as one of the most 

widely used methods for addressing ill-posed problems and 

solving inverse problems. It is accomplished by choosing a 

solution that does not only reconstructs a signal close to the 

measured one but also aligns with prior knowledge of the original 

signal [31-34]. From mathematical perspective, this method 

consists of redefining the concepts of inversion and solution such 

that the regularized solution depends continuously on the data and 

remains close to the exact solution. In other words, it reduces the 

sensitivity of the solution to errors in the data. 

This regularization method is based on a quadratic 

criterion (least squares between the measured data and the 

reconstructed signal), so this quadratic quantity is required to be 

lower than the noise energy‖𝑦 − 𝑓�̂�‖2 ≤ ‖𝑏‖2. According this 

method, the stabilization of the estimated solution is achieved 

generally by differentiating a functional to be minimized: 

 

∆= ‖𝑦 − 𝑓�̂�‖2 + 𝛼‖𝐷�̂�‖2                           (7) 

Where 𝛼 > 0 and D is a stabilizing operator; D measures 

the degree of regularity of the solution such that‖𝐷�̂�‖2 ≤ 𝑟2. It is 

chosen according to the treatment context and some previous 

information about the original signal. D is typically used to 

smooth the estimated signal, followed by the selection of a 

gradient or discrete Laplacian. Its spectrum functions as a high-

pass filter, for more details, refer to [32],[35] and [36]. The 

minimization of D proposed by Tikhonov is given as follow: 

 

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛(‖𝑦 − 𝑓�̂�‖2 + 𝛼(‖𝐷�̂�‖2 − 𝑟2))                (8) 
 

Such that, argmin represents the argument that minimizes 

the expression between brackets, and 𝛼 is the regularization 

parameter. This latest controls the trade-off between data-fidelity 

and regularization term. It is a challenging task to find the 

regularization parameter 𝛼 that provides the best balance between 

signal smoothing and feature preservation, see [28],[37]. The 

previous minimization problem can be solved by the system 

below: 

(𝑓𝑇𝑓 + 𝛼𝐷𝑇𝐷)�̂� = 𝑓𝑇𝑦                           (9) 
 

The regularized solution has the following form: 

 

�̂� = (𝑓𝑇𝑓 + 𝛼𝐷𝑇𝐷)−1𝑓𝑇𝑦                           (10) 

 

Where  

𝑓+ = �̂� = 𝑓𝑇𝑓 + 𝛼𝐷𝑇𝐷                           (11) 
 

The generalized matrix 𝑓+ is more conditioned that is why 

it replaces the matrix H, which described the deconvolution 

process before regularization. The system becomes more stable by 

the modification of the eigenvalues of H. 

The regularization operator D selection should not present 

any issues as long as the eigenvalue modification criterion is 

followed, and the regularization value α must be chosen optimally 

in order to achieve reconstruction quality. In fact, the matrix H is 

not as well-conditioned when this parameter is estimated poorly, 

thus, the solution is degenerated. By replacing the iterative 

resolution of 𝑦 = 𝑓𝑦 by that of 

 

𝑓𝑇𝑦 = (𝑓𝑇𝑓 + 𝛼𝐷𝑇𝐷)𝑥                           (12) 
 

The Van Cittert algorithm with Tikhonov-Miller 

regularization is written as follows: 

 

{
𝑥𝑛+1 = 𝑥𝑛 + [𝑓𝑇𝑦 − (𝑓𝑇𝑓 + 𝛼𝐷𝑇𝐷)𝑥𝑛]

𝑥0 = 𝑓𝑇𝑦                               
               (13) 

 

III. THE PROPOSED PROCEDURE 

This paper proposes a novel deconvolution procedure in 

order to effectively restore the original periodic impulses from 

faulty bearing vibration signals. The bearing vibration signal 

acquired from an accelerometer sensor is considered as measured 

signal, this later is a convolution between periodical impulses 

signal and a transmission path. 

A suitable combination between MED and iterative 

algorithm based on a priori model of solution is adopted as a 

deconvolution procedure to extract the original signal from the 

measured signal.  

In the first step, MED is employed to determine a 

deconvolution filter by maximizing the kurtosis of the output. 

This involves finding the optimal inverse filter to counteract the 
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effects of the transmission path. The filter coefficients can be 

computed using a second-order iterative Kurtosis algorithm based 

on the Hessian matrix. With the known source, the coefficients of 

the mixing matrix 𝑓 can be estimated. The filter coefficients fm,n(l) 

are estimated using the following formula: 

 

𝑓𝑘,𝑙(𝑙) =
𝐸(𝑥(𝑘)𝑦(𝑘 − 𝑙))

𝐸(𝑦(𝑘)2)
 ,   𝑘 = 1,2, … . , 𝑁,

𝑙    = 1,2, … . , 𝑀                                                        (14) 

 

Unfortunately, the obtained inverse filter cannot directly 

reflect the convolution relationship between source features and 

the transmission path. In other words, restoring the original 

impulses using the resulting inverse filter involves solving an ill-

posed problem, where noise prevents the solution from being 

unique or stable. Therefore, in the second step, we propose to 

solve this ill-posed problem by introducing the Van Cittert 

algorithm, based on Tikhonov-Miller regularization, using an a 

priori model of the solution. The detailed strategy of this method 

is summarized in Figure 3. 

 

 
Figure 3: The flowchart of the proposed strategy. 

Source: Authors, (2025). 

 

IV. NUMERICAL SIMULATION AND EXPERIMENTAL 

VALIDATION 

IV.1 NUMERICAL SIMULATION 

In this part, a numerical simulation is presented to evaluate 

the effectiveness of the proposed procedure. This investigation 

demonstrates the importance of the two steps in the proposed 

strategy. We have chosen a model that simulates the impulse 

response derived from a pulse train. The model modulates each 

pulse with two harmonic frequencies, with exponential decay 

occurring. Hence, the impulse response could serve to model the 

modulated signal of a bearing system, and is presented as follows:  

 

x(t) =  𝑒−𝜀𝜏(sin(2ᴨ𝑓1t) +  3 × sin(2ᴨ𝑓2t))         (15) 

 

With 

𝜏 = 𝑚𝑜𝑑 (𝑡,
1

𝑓𝑑

)                                 (16) 

 

Where𝜀, 𝑓1, 𝑓2, and 𝑓𝑑 represent, respectively, the frequencies of 

decay, resonance, and defect (modulation).  
 

 
Figure 4: a) Simulated signal without noise, b) Signal with 

noise and c) Filtered signal. 

Source: Authors, (2025). 

 

 
(a) 

 
(b) 

Figure 5: a) Final Filter, Finite Impulse Response, b) Kurtosis 

maximization during MED Algorithm iteration. 

Source: Authors, (2025). 

 

The simulated vibration signal obtained from Equation 15 

is displayed in Figure 4a with Gaussian noise and in Figure 4b 

without it. A comparison of Figures 4a and 4b shows that the 
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periodic impulses in Figure 4b are not clearly visible in the time 

domain. It is important to note that the main advantage of the 

proposed procedure is its ability to detect periodic effects, 

enabling the extraction of useful information. The inverse filter 

constructed using the MED technique is shown in Figure 5a, 

while the kurtosis maximization during MED Algorithm iteration 

is illustrated in Figure 5b. After applying the Van Cittert 

algorithm as a second step, the filtered signal is obtained by 

maximizing kurtosis to extract the impulsive signal from bearing 

vibration. 

Figure 4c illustrates the resulting signal from the proposed 

procedure. The impulsive shape of the signal is more clearly 

visible, with a kurtosis value of 3.96 compared to the input 

signal's value of 3.67, indicating effective noise reduction while 

preserving key impulsive features. Although the improvement in 

the kurtosis value is slight, it is clearly visible in Figure 2, 

reflecting the enhancement in the clarity of the impulsive features 

after processing. 

 

IV.2 EXPERIMENTAL VALIDATION 

Vibration measurement used for defect diagnosis and 

condition monitoring imposes various kinds and degrees of 

equipment and methods selected according to the available 

resources, skills and knowledge. 

In this study, we present the experimental measurements 

utilized entirely from the vibration data acquired at the Case 

Western Reserve University Bearing Data Center [38]. As 

illustrated in Figure 6, the vibration data were obtained using 

accelerometers mounted on the housing with magnetic bases. The 

measurement unit is mm/s² (gravity). 

 

 
Figure 6: Bearing test rig. 

1- Fan end bearing, 2-induction motor, 3-Drive end bearing, 

4-Torque transduce, 5-Load Motor 

Source: Authors, (2025). 

 

The vibration signals were obtained from four various 

bearing conditions: (1) Bearing without fault i.e. Normal state 

(NS); (2) Bearing with Outer Race Fault (OrF); (3) Bearing with 

Ball Fault (BF) and (4) Bearing with Inner Race Fault (IrF). The 

vibration signals were sampled at a rate of 12000 Hz.  

Deep groove ball bearings were used in the experiments, 

with the following specifications: ball diameter = 7.94 mm; pitch 

diameter = 39.04 mm; number of balls = 9; and contact angle = 0. 

The electro-discharge machining (EDM) technique created faults 

in the test bearings, using varying diameters: 0.1778 mm, 0.28 

mm and 0.5334 mm. The bearings were tested at four rotational 

speeds (ranging from 1797 to 1730 rpm) and under four different 

loads (ranging from 0 to 4 horsepower (hp)) using a 

dynamometer. 

In this study, the motor speeds considered are 1797 rpm 

and 1750 rpm, corresponding to 0 hp and 2 hp, respectively. The 

defect sizes in both the inner and outer races are recorded at 

0.1778 mm and 0.5334 mm. Since there are many samples in 

every signal, choosing sample numbers that spans a sufficient 

amount of full rotations is necessary to reduce computing 

time. For the two rotation speeds considered in this study, 

selecting 4096 samples provides approximately 12 full rotations 

that is enough for analysis. While preserving the essential system 

information. 

Vibration signals collected from defective bearings, with 

IrF, BF and OrF, at speeds of 1797 and 1750 rpm, are plotted in 

Figure 8. From these plots, Impulse responses are not directly 

identifiable, aside from OrF cases, in which they are noticed 

along with background noise. Overall, the signals obtained from 

the experiments are contaminated by noise, which introduces 

various frequency components and can lead to inaccurate 

conclusions during interpretation. 

The proposed procedure processes the measured signals to 

extract periodic impulses, thereby revealing the fault information. 

Because there were so many findings, we have chosen to display 

just a few. The filtered signals are displayed in Figures. 9b, 10b, 

and 11b. Compared with the input (measured) signal, it is clear 

that the bearing impulses show periodically over time to evaluate 

the quality of the signals produced by the proposed procedure, 

Table (1) presents the calculated kurtosis values. The optimal 

filter size, determined as 64, was selected based on kurtosis 

maximization, as illustrated in Fig. 7 this analysis was performed 

using the vibration signal of a bearing with IrF of diameter 0.5334 

mm. 

 

 
Figure 7: Effect of filter size on Kurtosis maximization. 

Source: Authors, (2025). 

 

The results demonstrate that the extracted signal, which 

exclusively represents the rolling bearing fault characteristics, is 

accurately reconstructed. 

 

Table 1: Comparison of Input and Filtered Signals for Bearing 

Faults with different Fault Sizes. 
Bearing faults IrF OrF BF 

Fault size 0.5334 mm 0.1778 mm 

Input signal 6.8718 4.4488 2.6767 

Filtered signal 98.1651 5.5134 102.9748 

Source: Authors, (2025). 
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The results in the table confirm a significant difference 

between the input signal and the resulting one for the two 

rotational speeds examined (1797 and 1750 rpm), suggesting that 

the extracted signals include more defect-related information. The 

chosen characteristics are then rebuilt for every rotation speed 

(Figure 9 , 10 and 11), especially in Figure 9 and 11, which show 

the bearing signals with an IrF and BF measured at different 

rotational speeds of 1797 rpm and 1750 rpm. In these figures, 

periodic impulses are seen in the time domain. These impulses 

occur when the balls make contact with the defect, clearly 

showing peaks associated with the fault.  

The combined approach shows better results regarding 

residual noise removal and fault identification effectiveness. The 

achieve outcomes demonstrate that the suggested method might 

be successfully utilized to extract utility characteristics from 

bearing vibration signals, as evidenced by a comparison with 

previous studies. However, accurately identifying fault features in 

both the time and frequency domains remains challenging due to 

interference from rotating components. To address this issue, the 

suggested procedure first constructs the inverse filter using the 

MED technique, followed by the application of the Van Cittert 

algorithm to recover the most relevant features that contain the 

key fault information. 

The results indicate that our strategy successfully identifies 

the fault characteristic frequencies of damaged bearings, 

outperforming methods from previous research, such as those 

cited in [10], [37], [39-41]. While these studies applied different 

methods to extract useful information directly from the measured 

signal through filtering, our approach introduces a crucial step 

before filtration: the extraction of the inverse filter. The results 

presented here validate the effectiveness of this additional step in 

improving fault detection and feature extraction. 

 

 
Figure 8: Vibration signals in time domain of bearing with:  

a) IrF, b) BF and c) OrF.  

Source: Authors, (2025). 

 
Figure 9: Bearing with IrF of diameter 0.5334 mm: 

a) Measured signal, b) filtered signal. 

Source: Authors, (2025). 

 

 
Figure 10: Bearing with BF of diameter of 0.1778 mm:  

a) Measured signal, b) filtered signal. 

Source: Authors, (2025). 

 

 
Figure 11: Bearing with OrF of diameter 0.5334 mm:  

a) Measured signal, b) filtered signal. 

Source: Authors, (2025). 

 

V. CONCLUSIONS 

This work presents an effective method for diagnosing 

bearing faults by reconstructing a signal that closely approximates 

the original one. First, the measured signal was processed using 

the Maximum Entropy Deconvolution (MED) technique to design 

an optimal inverse filter, effectively offsetting the influence of the 

transmission path. The restoration of the original impulses 

through this inverse filter corresponds to solving an inherently ill-

posed problem. 

0 0.1 0.2 0.3
-5

0

5

1797 rpm, 0 hp

time (s)

A
m

p
li
tu

d
e

(a)

0 0.1 0.2 0.3

-2

0

2

4

time (s)

A
m

p
li
tu

d
e

(b)

0 0.1 0.2 0.3

-5

0

5

time (s)

A
m

p
li
tu

d
e

(c)

0 0.1 0.2 0.3
-4

-2

0

2

4

1750 rpm, 2 hp

time (s)

A
m

p
li
tu

d
e

0 0.1 0.2 0.3

-2

0

2

time (s)

A
m

p
li
tu

d
e

0 0.1 0.2 0.3

-4
-2

0
2

4

time (s)

A
m

p
li
tu

d
e

0 0.05 0.1 0.15 0.2 0.25 0.3
-4

-2

0

2

4

time (s)

A
m

p
li
tu

d
e

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.4

-0.2

0

0.2

(b)

time (s)

A
m

p
li
tu

d
e

0 0.05 0.1 0.15 0.2 0.25 0.3

-2

0

2

time (s)

A
m

p
li
tu

d
e

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.5

0

0.5
(b)

time (s)

A
m

p
li
tu

d
e

0 0.05 0.1 0.15 0.2 0.25 0.3

-5

0

5

time (s)

Am
pl

itu
de

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3

-5

0

5

(b)

time (s)

Am
pl

itu
de

Page 175



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 170-177, March./April., 2025. 

 

 

To address this challenge, the Van Cittert algorithm was 

employed as a second step, working in tandem with MED to 

iteratively refine the reconstructed signal. This combination 

ensures a stable solution by suppressing noise while retaining 

crucial diagnostic information embedded in the fault-induced 

impulses. The iterative nature of the Van Cittert algorithm enables 

the process to progressively approximate the original signal, 

achieving a balance between noise reductions and preserving the 

true signal characteristics. 

The proposed approach has proven effective in enhancing 

the visibility of fault-related impulse components, even in the 

presence of significant noise. This methodology highlights the 

significance of integrating advanced deconvolution techniques 

with regularization algorithms for reliable signal restoration in 

fault diagnosis, offering a competitive alternative to existing 

methods in the field. 
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Six Sigma is an explicit statistical method of reducing variability and improving processes. 

Our research works with internal customers within the assembly lines. This study aims to 

identify and analyze the VOC of internal customers and show improvement based on the 

VOC. The Six Sigma DMAIC method was followed to conduct this research.  Six mobile 

phone assembly lines were selected to collect wastage data for two months after identifying 

the problem. Collected data were analyzed in MS Excel and this analysis showed that the 

wastage rates were 91.38% in July 2024 and 80.67% in August 2024. The average waste 

rate was 0.44 g/unit and 0.41 g/unit in July 2024 and August 2024. The root cause analysis, 

and cause and effect diagram illustrated that most of the reasons behind wastages were 

related to soldering operators. An awareness and training session was conducted. We 

collected data for the next month and found the wastage was reduced to 69.27% in 

September 2024 which is a 24.5% reduction considering August 2024 as the base. The 

average waste rate was reduced to 0.28 g/unit. The effectiveness of following the Six Sigma 

method to solve quality or wastage issues is evident hereafter accomplishing this research. 

Keywords: 
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Six Sigma, 

DMAIC, 

VOC, 

Wastage. 
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I. INTRODUCTION 

Manufacturing firms are concerned with reducing wastage 

from the production process. Some wastages can be identified and 

eliminated, and some cannot. This wastage has a great impact on 

the pricing of any product. Increased wastage also increases the 

cost of making products [1]. Customers always want good products 

at a reasonable price [2]. 

Companies invest significant amounts of money to provide 

the best product to the customer at a minimum price. Thus, the 

market has become price and quality-competitive [3]. If any 

organization fails to give the products with higher products and 

lower prices, that organization is said to be out of the competition 

[4].Process improvements play a vital role here that reducing the 

waste in the process by eliminating process variability. This 

reduction leads to a decrease in the cost of product making.  

Six Sigma is one of the most effective approaches that deals 

with process variability. The integration of Six Sigma and Lean can 

reduce process variability and process waste. The purpose of this 

research is, 

 

 to observe the process and define the problem 

 to measure the extent of the problem and find root causes 

 to take required actions for improvement 

  

This study explored a real problem and observed the 

difference between before and after improvement scenarios. A 

mobile phone company was selected for this study. The scenario 

was observed and then a problem statement was generated. 

Following this, five steps of Six Sigma were deployed to get 

effective outcomes. 
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II. THEORETICAL REFERENCE 

II.1 SIX SIGMA 

Six Sigma is not a reactive or detection-based approach; 

rather, it is proactive and prevention-based. A top-quality process 

gives fewer than 3.4 defective parts per million and is considered 

as Sigma level six. Sigma (σ) is a Greek letter that stands for 

standard deviation, a measurement of variance [5]. 

Six Sigma is a methodical approach that lets businesses 

analyze their current state of operations and enhance their 

procedures to cut down on variances [6]. Both the industrial and 

service sectors use Six Sigma [7]. Manufacturing companies 

deploy hundreds of Six Sigma projects annually, which need a 

significant financial commitment and careful research to guarantee 

that the benefits outweigh the initial expenditure [8]. Six Sigma 

offers academics and practitioners new challenges even though it 

has more benefits than traditional quality management techniques 

[9]. The total quality management (TQM) procedures include Six 

Sigma practices [10]. 

Six Sigma is a process, system, or product improvement 

methodology emphasizing scientific and statistical techniques to 

lower the rejection or waste [11],[12]. This approach can lower the 

quantity of faulty goods the business produces. DMAIC stands for 

Define, Measure, Analyze, Improve, and Control, and it is one 

approach to the Six Sigma methodology. The Plan-Do-Check-Act 

and Juran and Gryna's Seven-Step Method are two popular 

manufacturing techniques that are comparable to the DMAIC 

methodology in that they both seek to enhance [13]. It has been 

successfully applied to many procedures and needs in the 

healthcare industry. Certain articles in the literature discuss the use 

of SS, frequently in conjunction with the Lean methodology, to 

enhance surgical procedures by decreasing hospital stays and wait 

times or increasing the effectiveness of operating rooms[14],[15]. 

Another approach is named DMADV, which stands for Define, 

Measure, Analyze, Design, and Verify. This approach is very well-

liked for creating new processes or products [16]. 

 

II.2 DMAIC 

DMAIC is a six-sigma method that is based on the PDCA 

or plan, do, act, and check developed by Deming. Define, measure, 

analyze, improve, and control are the five specified stages. 

Define: During the Define phase, the team is formed, the 

project's goals are defined, the process is mapped, customers are 

identified, and the high impact qualities, or CTQs (Critical to 

Quality), are identified.  

Measure: The Measure phase entails creating and carrying 

out a methodical plan for gathering data for the targeted process's 

critical metrics (CTQs). 

Analysis: By identifying the primary types of wastes 

embedded in the production processes and their underlying causes, 

the Analyze phase analyzes the data gathered in the Measure phase 

to determine the underlying causes of the discrepancy between the 

current performance and the goals established in the first phase. 

Improve: Identifying expected solutions, proposing a range 

of alternative solutions to improve performance, and putting some 

of these solutions into practice under the available budget and the 

anticipated cost of each alternative are the main goals of the 

improvement phase. 

Control: The control phase focuses on developing and 

monitoring response strategies to maintain improvements, 

disseminate the results and methods throughout the organization, 

and ensure the development of a new organizational culture. 

Additionally, the Control phase documents and publishes operating 

standards and procedures [9],[12]. 

 

II.3 LEAN MANUFACTURING 

Delivering the best quality product to customers at the 

lowest cost while reducing waste from the value-adding process is 

known as lean manufacturing. Here, customer needs are given 

priority. To properly implement lean services, key principles must 

be followed, such as ensuring that all services operate and, in 

particular, collaborate to solve customers' problems; preventing 

time waste; and giving customers exactly what they want, exactly 

where they want it, and at the exact moment they want it [17], [18]. 

 

II.4 SEVEN QC TOOLS 

Quality control management uses some tools within any 

organization to monitor the ongoing processes and check the 

process parameters whether they match the defined standards. 

Check Sheet: Since data collection and measurement serve 

as the foundation for any analysis, this activity must be organized 

to ensure that the information gathered is thorough and pertinent. 

Check sheets are instruments for collecting information. They are 

made especially for the kind of data that would be collected. Check 

sheets facilitate the methodical collection of data. Daily 

maintenance check sheets, attendance logs, production logbooks, 

and so forth are a few examples of check sheets. The collected data 

must be appropriately categorized. To plan for more analysis and 

provide a relevant result, this classification aids in obtaining a 

preliminary knowledge of the data's relevance and dispersion. 

Stratification is the process of meaningfully classifying data. 

Group, location, kind, origin, symptom, etc. are some examples of 

stratification [19]. Researchers used check sheets in 

pharmaceutical quality control to monitor input variabilities [20]. 

Histogram: A histogram is an effective tool to identify the 

distribution of any dataset. This bar chart helps users illustrate the 

distribution of recorded data and the degree of deviation in a 

process by visualizing both variable data and attributes of a product 

or process. It shows the mean, mode, and average of the three 

different measurements of central tendency. It should be 

appropriately constructed so that those working on the operational 

process may use and comprehend it without any problem. 

Additionally, a histogram can examine and determine the 

variable’s distribution [21]. 

Pareto Analysis: A Pareto diagram is a tool that shows 

which elements have the most influence by ranking them according 

to the size of their contributions. In SPC and quality improvement, 

this tool is used to prioritize projects for improvement, prioritize 

the formation of corrective action teams to address issues, identify 

the products that receive the most complaints, determine the type 

of complaints that occur most frequently, determine the most 

common reasons for rejections, and for other related purposes. An 

Italian economist, Vilfredo Pareto, noticed that a significant 

amount of wealth was owned by a small number of individuals. He 

saw that most fields shared this distribution trend. The 80/20 rule, 

sometimes referred to as the Pareto principle, is applied in materials 
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management for ABC analysis. 80% of the value is accounted for 

by 20% of the things that a corporation purchases. These are the 

things that receive the most attention. To separate the "vital few" 

issues from the "trivial many," or what is now known as the "useful 

many," Dr. Juran proposed using this theory for quality control 

[21]. Pareto charts were used in grinding unit research [22] to 

determine the major reasons for downtime, which improved 

maintenance plans. 

Fishbone Diagram: Kaoru Ishikawa is credited for creating 

and popularizing the ‘Fishbone’ diagram, also known as the Cause-

and-Effect Diagram. In 1943, Dr. Kaoru Ishikawa introduced the 

cause-and-effect diagram. The diagram is also known as the 

Ishikawa diagram or fishbone because of its design, which 

resembles a fish's skeleton and is used to rank quality issues 

according to their significance. One method for solving problems 

is the cause-and-effect diagram, which methodically examines and 

evaluates every possible or actual cause that contributes to a certain 

outcome. 

However, it is a useful tool that gives the ability to 

investigate potential problem reasons [23]. By “gathering and 

organizing the possible causes, reaching a common understanding 

of the problem, exposing gaps in existing knowledge, ranking the 

most probable causes, and studying each cause” this diagram may 

aid in finding solutions. Six elements or causes typically comprise 

categories: environment, materials, machine, measurement, man, 

and method [19]. 

Scatter Diagram: This diagram identifies and analyzes a 

pattern relationship between two variables, as well as determines 

whether a relationship exists at all and what type of relationship it 

is such as weak, strong, positive, or negative. A scatter diagram is 

a useful tool for drawing the distribution of information in two 

dimensions. The correlation may indicate the root causes of an 

issue, and the scatter diagram's form frequently illustrates the 

strength and direction of a connection between two variables. 

When it comes to regression modeling, scatter diagrams are quite 

helpful. [24],[25]. The following correlations between two 

variables can be shown by the scatter diagram: a) positive, b) 

negative, or c) no correlation. 

Flowchart: A flowchart is a diagrammatic representation of 

a sequence of steps in an activity or process that shows several 

symbols. In contrast, a flowchart shows the inputs, actions, control 

points, and outputs in an image that is easy to use and comprehend 

concerning the process's overall goal [19]. This chart is an 

invaluable tool for finding and improving process quality. It is used 

methodically to identify and analyze parts or points of the process 

that may have had potential difficulties by documenting and 

interpreting an operation. Flowcharts were used [26] to document 

production workflows in a quality management system for mining 

operations, streamlining processes and reducing delays. 

Control Chart: Walter A. Shewhart created the control 

chart, also known as the Shewhart control chart, at Bell Telephone 

Laboratories in the 1920s. It is arguably the most technically 

sophisticated tool for quality control [24]. A specific type of run 

chart that illustrates the amount and nature of variation in the 

process over time is a control chart. Additionally, it illustrates and 

explains the process. Applying a control chart is crucial because it 

allows for the observation and monitoring of methods that are in 

statistical control following sampling that fall between the upper 

control limit (UCL) and the lower control limit (LCL). Since there 

is no statistical control between UCL and LCL, the process is out 

of control; therefore, a control chart can be used to identify the root 

causes of any quality issues. The primary goal is to stop process 

flaws. Because poor products or services are more expensive than 

preventing them with tools like control charts, it is crucial for a 

variety of enterprises and industries [27]. A food sector case study 

[28] illustrated how control charts can minimize deviations and 

guarantee consistent meat quality. 

 

III. CASE STUDY 

This case study was conducted in a renowned mobile phone 

and accessories manufacturer in Bangladesh. This organization 

manufactures mobile phones: Feature phones, Smartphones, 

mobile accessories: battery, charger, USB cable. The capacity of 

production is around 17,300 phones/day and 28,000 

accessories/day. Around 500 employees work in a single shift to 

produce the targeted products. The management found a huge 

amount of waste from solder lead in the soldering of mobile phones 

in different parts. After that, this study was initiated. The study was 

focused on mobile assembly lines. This study is divided into five 

stages based on DMAIC and discussed in the following 

subsections. 

III.1 DEFINE 

Before defining our problems, we have selected our team as 

an internal customer so that we can represent our problem as VOC 

and identify CTQs. After observing the total processes of 6 

assembly lines, we noticed a significant amount of solder lead 

wastage in the assembly lines. Some of the photographs have been 

given. 
 

 
Figure 1: Solder Lead Wastages. 

Source: Authors, (2025). 

 

Some points we raised as VOC are, 

 Solder lead wastage is higher 

 Unnecessary rework 

 Violation of SOP 

Some points for CTQs are, 

 Wastage results in lower productivity 

 Recycling or reusing this waste solder lead might lower the 

joint quality 

Therefore, the major focus of this study is to reduce the 

waste of solder lead by taking necessary actions. 
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III.2 MEASURE 

After identifying the problem, we collected necessary data 

from the floor for two months. The data have been presented in the 

following Tables 1, 2 and 3.  

Table 1: Wastage Data for July 2024. 

Line 

S. Lead 

Provided 

(Kg) 

Actual 

Wastage 

(Kg) 

Actual 

Wastage 

(%) 

Output 

Qty 

Avg. 

Wastage 

(g/pc) 

A-1 22 15.36 69.82% 63,052 0.24 

A-2 57 52.679 92.42% 115,221 0.46 

A-3 46 44.89 97.59% 95,586 0.47 

A-4 42 39.527 94.11% 81,474 0.49 

A-5 37 40.51 109.49% 88,667 0.46 

A-6 66 53.766 81.46% 112,889 0.48 

July 270 246.732 91.38% 556,889 0.44 

Source: Authors, (2025). 
 

Table 2: Wastage Data for August 2024. 

Line 

S. Lead 

Provided 

(Kg) 

Actual 

Wastage 

(Kg) 

Actual 

Wastage 

(%) 

Output 

Qty 

Avg. 

Wastage 

(g/pc) 

A-1 52 44.501 85.58% 98,747 0.45 

A-2 42 33.391 79.50% 
102,47

8 
0.33 

A-3 57 46.367 81.35% 
115,83

6 
0.40 

A-4 54 42.327 78.38% 78,324 0.54 

A-5 19 13.8 72.63% 41,964 0.33 

A-6 49 39.84 81.31% 
102,43

6 
0.39 

Augus

t 
273 220.226 80.67% 

539,78

5 
0.41 

Source: Authors, (2025). 
 

Table 3: Summarized Wastage Data for Two Months. 

Mon

th 

S. Lead 

Provide

d (Kg) 

Actual 

Wastage 

(Kg) 

Used 

(%) 

Actual 

Wasta

ge (%) 

Outpu

t Qty 

Avg. 

Wastage 

(g/unit) 

July 270.00 246.73 8.62% 91.38 
556,8

89 
0.44 

Aug

ust 
273.00 220.23 

19.33

% 
80.67 

539,7

85 
0.41 

Source: Authors, (2025). 
 

III.3 ANALYZE 

In this phase, we worked to identify the underlying reasons 

for the wastage of solder lead. We performed root cause analysis 

and illustrated a cause-and-effect diagram to analyze the reasons. 

After analyzing the scenario on the production floor, we 

found the following root causes, 

 The direct reason is that the solder withdrawal is too late. 

Another reason is inserting extra lead while soldering. 

 Operators are maintaining proper SOP while soldering. 

Operators often don’t use jigs while soldering which results in 

mismatches and misalignment and increases soldering 

wastages because those need to be re-soldered. 

 Soldering iron excessive heat. According to SOP, the soldering 

iron temperature is 350±10 °C.  

 The excessive heat of soldering iron results in wastage and 

reduces the soldering bit life cycle.  

 Operators do not maintain proper working method soldering. 

They didn’t clean the soldering bit when it was needed. That 

results in longer soldering time and excess Lead for soldering. 

A cause-and-effect diagram is illustrated in Figure 2 to 

find the sources of the causes. 

 
Figure 2: Cause and Effect Diagram of Reasons for Wastages. 

Source: Authors, (2025) 
 

This figure shows that the most responsible reasons are from 

the sources man and method. We have identified the sources for 

improvements. 

III.4 IMPROVE 

Based on the analysis phase, some measures had been taken 

as follows. A session has been taken with all the soldering people 

and educated about the SOP and proper handling method while 

soldering to solve the problems associated with operators. 

            A check sheet has been maintained to ensure that every 

soldering operator has appropriate jigs to maintain the optimum 

temperature of a soldering iron.  

            Strongly follow up on all the issues related to lead wastage 

by all the assembly lines concerned. 

            There is a problem with the machine because of the 

excessive soldering iron heating issue.  

            A temperature controller must be mounted on the soldering 

iron to eliminate this problem. After implementing the 

improvement techniques, we collected data for another month. The 

collected data are represented in the following Tables 4 and 5. 
 

Table 4: Summarized Wastage Data for September 2024. 

Line 

S. Lead 

Provided 

(Kg) 

Actual 

Wastage 

(Kg) 

Actual 

Wastage 

(%) 

Output 

Qty 

Avg. 

Wastage 

(g/pc) 

A-1 43 35.091 81.61% 130,528 0.27 

A-2 44 30.984 70.42% 124,175 0.25 

A-3 50 38.067 76.13% 131,261 0.29 

A-4 43 29.967 69.69% 95,193 0.31 

A-5 17 0 0.00% - - 

A-6 43 32.143 74.75% 119,245 0.27 

Septe

mber 
240 166.252 69.27% 600,402 0.28 

Source: Authors, (2025). 
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Table 5: Summarized Wastage Data for Three Months. 

Mon

th 

S. Lead 

Provide

d (Kg) 

Actu

al 

Wast

age 

(Kg) 

Use

d  

(%) 

Actual 

Wasta

ge (%) 

Out

put 

Qty 

Avg. 

Wasta

ge 

(g/uni

t) 

Wasta

ge 

Reduc

ed (%) 

July 270.00 
246.7

3 

8.6

2% 

91.38

% 
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889 
0.44 - 
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273.00 

220.2

3 

19.

33

% 

80.67

% 

539,

785 
0.41 

10.74

% 

Sept
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er 

240.00 
166.2

5 

30.

73

% 

69.27

% 

600,

402 
0.28 

24.51

% 

Source: Authors, (2025). 

 

III.5 CONTROL 

We observed remarkable improvements in reducing waste. 

To keep an eye on the sustainability of this improvement some 

controlling instructions must be followed, 

 Follow the standard operating procedure or SOP strictly 

 Training of the operators regularly 

 New operators should not be engaged in soldering operations 

 Proper documentation of daily wastage must be ensured 

IV. RESULTS AND DISCUSSIONS 

The improvement phase showed that there is a significant 

change in the wastage of solder lead. Figure 4 and Figure 5 show 

the gradual decrease in the wastage of solder lead in soldering. The 

waste rate was 91.38% in July 2024 and was reduced to 80.67% in 

August 2024 by consulting the operators. After focusing on 

wastage and implementing improvement strategies, the waste rate 

was reduced to 69.27% in September 2024 as shown in Figure 3. 

In addition, solder waste per unit was 0.44 g/unit in July 2024 and 

was reduced to 0.28 g/unit in September 2024 as shown in Figure 

4. 

 

 
Figure 3: Monthly Comparison by Waste (%). 

Source: Authors, (2025). 

 
Figure 4: Monthly Comparison by Average Waste (g/unit). 

Source: Authors, (2025). 

 

V. CONCLUSIONS 

This study has reflected the effectiveness of Six Sigma in 

solving practical problems on the production floor. This study 

aimed to identify the variability within the processes and take 

necessary actions to eliminate or reduce the variability. After 

recognizing the problem, we found that the total solder lead 

wastage was 91.38% and 80.67% in July and August respectively 

and the average solder waste per unit was 0.44 g/unit and 0.41 

g/unit. 

The waste rate was way higher than our expectations. We 

reduced the waste rate by 10.74% after this finding in August 2024. 

As a part of continuous improvement, we continued analyzing the 

root causes for this unusual finding, we found that the workers’ 

skills and some methodological problems aroused this wastage 

rate. We arranged a training session for the soldering operators and 

instructed them on the proper use of solder iron and adjusted the 

solder iron temperature issue. 

Then we collected data for another month and found that in 

September 2024 the wastage rate was dramatically reduced to 

69.27%. It is still a bit high, but the change is noticeable. The waste 

rate was reduced by 24.51% as compared to the waste rate in 

August 2024. Per unit, average solder waste was also reduced to 

0.28 g/unit. To sustain the improvement, we developed some 

controlling strategies to keep the operators and lower management 

alert. 

We have some limitations to this study, 

 We could not find the sigma level of the process as the unit 

of solder lead wastages is not pieces. 

 We could not show the exact value of recycling the solder 

lead waste. 
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Overall equipment effectiveness provides reliable and considerable performance indicators 

for machinery performance. This research aimed to measure the OEE of the selected 

machine, identify the reasons behind its poor performance, and take action to improve the 

machine's overall performance. A tire-curing machine was chosen for the research as the 

target machine for OEE analysis. After collecting data for a month, we did our calculation 

using Microsoft Excel and found OEE of just 63%, which is far below the industry standards. 

We investigated the causes of the low OEE and found that most affected the availability and 

performance metrics while quality was good. For the following month, several performance 

improvement activities were taken including maintenance improvements, process 

optimizations, and operator training. The new data collection and analysis phase was carried 

out after the implementation phase to measure the impact results of the interventions. The 

OEE of the machine improved from 63% to 73%, showcasing a significant increase in 

efficiency; that is, availability increased by 79% to 85%, while performance improved from 

82% to 88%. This research also highlights the importance of OEE as it gives a 

comprehensive view of how machines and equipment may be tracked and improved. 

Keywords: 

OEE, 

Availability, 

Performance, 

Quality, 

Lean Manufacturing. 
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I. INTRODUCTION 

In the fast-pacing competition, leading manufacturing firms 

must closely monitor the performance of all functions, including 

production and maintenance, to gain a benefit over competitors. As 

worldwide competition intensifies, executives are shifting from 

merely enhancing efficiency through economies of scale and 

internal specialization to meeting market demands for flexibility, 

timely delivery, and quality. Increasing productivity is essential for 

businesses looking to succeed in their ventures [1]. 

Production costs are considerable, and manufacturing systems 

frequently run at poor productivity and below capacity. Factory 

maintenance accounts for 25–30% of the overall cost of production 

[2]. The profitability of a firm is greatly impacted by the quality of 

maintenance. Since maintenance expenses make up a sizable 

portion of manufacturing companies' operational budgets, the 

significance of maintenance functions has grown because of their 

involvement in maintaining and enhancing product quantity, 

availability, and safety regulations [3]. The Japanese created and 

presented the idea of Total Productive Maintenance (TPM) in 1971 

in response to maintenance issues that arose in manufacturing 

environments. TPM is a Japanese maintenance system that was 

developed by Nakajima and encompasses all aspects of equipment 

life, including planning, manufacture, and maintenance [4]. To 

continuously improve product quality, operational efficiency, 

capacity assurance, and safety, it outlines a synergistic link 

between all organizational functions, but especially between 

production and maintenance [5]. 

A tire vulcanization machine has been selected for this 

research. Then we collected data for a month and then worked 

based on the collected data. The objectives of this research are: 

 to assess the current OEE of the chosen machine 

 to investigate the root cause 

 to suggest improvement strategies. 
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This research explores the effectiveness of using OEE as a 

performance indicator of the machines in the manufacturing and 

how to improve where the performance is lower than the standards. 

II. REVIEW OF LITERATURE 

II.1 LEAN MANUFACTURING 

Lean manufacturing can be termed as continuous 

improvement nowadays [6]. It is used in industries to maximize the 

production and minimize the cost of production [7]. The foundation 

of Taiichi Ohno's widely promoted lean manufacturing 

methodology is lean thinking which is guided by certain principles. 

Value specification, value stream mapping, flow optimization, pull 

production system, and perfection or continuous improvement are 

the five pillars of lean manufacturing [6]. 

Lean service prioritizes the consumer in addition to the 

individuals involved in the transformation process. In contrast to 

production, the client is the initial point of contact when selling 

services. Unlike most industries, the service firm works directly 

with the consumer on the front line [8]. While raw materials and 

equipment are expensive and a major emphasis in manufacturing 

operations, labor is one of the most important aspects in service 

operations when it comes to work expenses [9]. Lean 

manufacturing divides the times into value added time, non-value 

added time, and unavoidable non value added time and finally 

works on eliminating or reducing non value added times [10]. 

Some of the frequently used lean tools are mentioned below. 

 

 
Figure 1: Lean Tools. 

Source: [11]. 

 

II.2 OVERALL EQUIPMENT EFFECTIVENESS (OEE) 

OEE is the ratio of the amount of a product or part that is 

created without defects to the amount that might be produced based 

on the design of the equipment. An OEE of 100% indicates that a 

machine or process is operating at maximum capacity with no 

problems [12]. Three crucial factors are Availability (A), 

Performance Rate (PR), and Quality Rate (QR) combined to 

generate Overall Equipment Effectiveness (OEE). The machine 

tool that transforms the product from its raw condition into finished 

items must be dependable when increased production is anticipated  

[13]. Machine availability with minimal downtime is a component 

of reliability. The availability of machines for the intended 

performance is shown by a higher meantime between failures 

(MTBF). It is necessary to try to increase MTBF and decrease the 

mean time to repair (MTTR). Root cause analysis and failure data 

analysis are necessary. OEE is a machine capability metric. It 

indicates where the scope of improvements is. Statistical data 

collected from the tire manufacturing process results in useful 

information for improvement areas.  [14],[15]. Six big losses- One 

of the primary goals of OEE and TPM projects is to address the Six 

Big Losses, which are the most common reasons of industrial 

efficiency loss. The connections between the Six Big Losses and 

the OEE Loss categories are shown in the following. 

 

 
Figure 2: Six big losses. 

Source: [12], [14]. 

 

II.3 TOTAL PRODUCTIVE MAINTENANCE (TPM)  

A complete productive maintenance delivery system 

encompassing the whole life of the equipment and including all 

personnel from production and maintenance divisions to top 

management is how TPM describes its program for equipment 

maintenance [4]. Through daily operations involving the whole 

workforce, TPM is described as a new approach to maintenance 

that maximizes equipment effectiveness, reduces failures, and 

encourages autonomous maintenance by operators that also 

integrates 5S in the floor [16]. TPM can also be implemented in 

service sector to provide error free services [17]. TPM essentially 

aims to integrate the organization to identify, unleash, and make 

use of its abilities and potential. Bringing managers, supervisors, 

and other stakeholders together to take corrective action when 

necessary is the goal of TPM [18]. One productive maintenance 

program that emphasizes the following is called Total Productive 

Maintenance (TPM):  

 

 maximizing the overall efficiency of the device.  

 putting in place a planned Preventive Maintenance (PM) 

scheme for the machine’s lifetime.  

 involving every worker, from the production floor to upper 

management.  

 giving workers the freedom to start remedial actions [19], 

[20]. 

The word ‘total’ in TPM has 3 meanings:  

 Total effectiveness denotes TPM's efforts to increase 

profitability and economic efficiency.  

 Total maintenance system includes Maintenance Prevention 

(MP) and Maintainability Improvement (MI), as well as 

PM. Incorporating dependability, maintainability, and 

supportability features into the equipment design, 

essentially refers to a maintenance-free design. 

 Total engagement of all operators involves Autonomous 

Maintenance (AM) by operators by small group activities. 

In essence, a team effort is used to complete maintenance, 

and the operator is ultimately in charge of taking care of his 

or her equipment (Nakajima and Nakajima, 1988). 
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Pillars of TPM: Eight pillars of TPM have a great impact on 

the manufacturing of any product. The below Figure 3 illustrates 

the pillars, 
 

 
Figure 3: Pillars of TPM. 

Source: [21], [22]. 

 

II.4 SINGLE MINUTE EXCHANGE OF DIE (SMED) 

Shingo created SMED, or quick changeover of tools, and 

described it as a scientific method to cut set-up times that any 

machine and industrial facility may use. The time should be less 

than 9 minutes [23]. Setup time is the preparation period between 

the end of the last product generated and the first product 

manufactured in the next process [24]. The shortest length of time 

required to switch the kind of manufacturing operation, taking 

consideration of the moment when the final unit of a prior lot was 

created and the first unit produced by the succeeding lot, was 

known as SMED [25].  

There are four steps involved in reducing the set-up in the 

SMED: preliminary steps, internal and external set-up separation, 

internal to external set-up conversion, and simplifying every part 

of preparation [26]. Two significant activities are involved in 

Single Minutes Exchange of Die (SMED).  

They are the internal and external setups:  

 Internal time: may only be performed once the device or 

operation has finished 

 External time: maybe while the device or operation is still 

running. 

The SMED concepts were applied accordingly to specific 

pre-defined conventional processes, Plan, Do, Check, and Act 

(PDCA) cycle is a four-step checklist that must be followed to get 

from problem-faced to problem-solved [11],[26]. 

 

II.5 CONCEPT OF QUALITY 

Quality is the degree of excellence of a procedure, service, 

or product that your business provides and that satisfies the 

standards set by ISO and, of course, by your clients [27],[28]. To 

understand a little more about quality, this post will cover three 

fundamental concepts of quality: 

 Quality Assurance: Ensuring that the operational quality 

standards and criteria, which have previously been set, are 

applied in all subsequent development stages, whether for a 

product or service, is known as quality assurance. 

 Quality Control: This idea, which is mostly implemented 

through inspections, aims to satisfy the quality criterion. The 

process of analyzing and evaluating whether a product or 

service's qualities meet predetermined standards to ascertain 

whether a nonconformity has occurred is known as quality 

inspection. 

 Quality Management: Coordination of manufacturing process 

and service operations to ensure high-quality performance is 

known as quality management [29]. 

Keeping in mind that the dimensions of quality may be 

interpreted as performance, dependability, perception, durability, 

characteristics, conformance, and service, this management strives 

for perfection in the execution of all activities and operations. One 

of the phases in Quality Management, which we discussed in the 

previous post, is the establishment of a Quality Management 

System (QMS). However, for a QMS to provide outstanding 

outcomes for a company, the team must practice and adhere to the 

seven quality principles: 
 

 
Figure 4: Principles of Quality. 

Source: [29]. 

 

For the betterment of quality, there are seven QC tools 

introduced by the researchers, 
 

 
Figure 5: Seven QC Tools. 

Source: [27], [30]. 

 

II.6 ROOT CAUSE ANALYSIS 

Root Cause Analysis (RCA), a key component of quality 

management systems, helps identify and address the underlying 

issues that improve quality and productivity in more significant 

ways. RCA is frequently used as a receptive approach to identify 

the source of an occurrence or event, uncover problems, and 

determine their nature [31]. Since the root cause of an undesirable 

state or issue is the most fundamental factor, root cause analysis 

(RCA) is too important for a production engineer. RCA is a 

methodical approach to identifying the basic flaws or underlying 

causes. The first stage in the RCA is to define and describe the 

issue. RCA was founded in 1958 when Toyota's production 

procedures were being developed. The researchers have employed 

Page 187



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 185-191, March./April., 2025. 

 

 

a variety of tools to apply RCA in industrial settings, and the 

comparative analysis of those tools has been predicated on their 

suitable applications. Experimental research in the multistage 

manufacturing sector was carried out to increase product quality 

and productivity. It was discovered that after implementing 

countermeasures on the underlying reasons, the defect decreased 

from 11.87% to 1.92% [32]. 

 

III. METHOD AND ANALYSIS 

The below flow chart shows the steps we have followed to 

complete this research. 

 

 
Figure 6: Steps Followed. 

Source: Authors, (2025). 

 

For our research, we have selected a vulcanizing machine. 

The required field data are presented in the Appendices. 

As we know, 

 

𝑂𝐸𝐸 = 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 × 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 × 𝑄𝑢𝑎𝑙𝑖𝑡𝑦   (1) 
 

We can find the OEE from our collected data. We need to find 

availability, performance, and quality from our field data to do this. 

Equation for availability. 

 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑁𝑒𝑡 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒
 

=
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 − 𝐵𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛 𝑇𝑖𝑚𝑒

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒
         (2) 

 

Equation for performance. 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 =
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛

𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑇𝑎𝑟𝑔𝑒𝑡
 

=
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛

(𝐶𝑦𝑐𝑙𝑒 𝑇𝑖𝑚𝑒)/(𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒) 
              (3) 

 

Equation for quality. 

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 =
𝐺𝑜𝑜𝑑 𝑄𝑡𝑦

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 

 

=
𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 − 𝑅𝑒𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑄𝑡𝑦

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
        (4) 

 

Finding the values from Equation 2, 3, and 4, we found the 

current OEE of the selected machine by substituting the values in 

equation 1that is shown in Table 1. 

 

Table 1: Average OEE. 

Availability Performance Quality OEE 

79% 82% 98% 63% 

Source: Authors, (2025). 

 

From the data analysis, it is visible that the machine can 

provide a good quality product that is 98%. This value is good 

enough. Availability is also fair enough, that is 79% and the 

performance is 82%. Worldwide OEE standard is 85% where 90% 

availability, 95% performance, and 99% quality [33]. As current 

availability and performance is lower than the standards, we will 

work to improve here. So, we will investigate the reasons for lower 

availability and performance by using some lean techniques. After 

diving into the reasons for lower availability we found the 

following reasons presented in Table 2. 

 

Table 2: Unplanned Downtime Reason. 

Reason Duration (min) % 

Manpower Short 1,152 36.25% 

Air Problem 936 29.45% 

Mold Problem 523 16.46% 

Material Shortage 203 6.39% 

Electrical Problem 178 5.60% 

Color Problem 125 3.93% 

Air Pressure Low 31 0.98% 

Machine Transfer 30 0.94% 

Source: Authors, (2025). 
 

Plotting this duration of unplanned break down in pareto 

chart we identified the three reasons that are illustrated in Figure 

7. 
 

 
Figure 7: Pareto Chart for Unplanned Downtime. 

Source: Authors, (2025). 

 

After studying the total system, we have found some root 

causes that affected the machine's performance. Those reasons 

have been shown below by illustrating (Figure 8) cause and effect 

diagram, 
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Figure 8: Cause and Effect Diagram for Low Performance. 

Source: Authors, (2025). 

 

IV. IMPROVEMENT STRATEGY 

From our data analysis, it is clear that we have a good 

opportunity to improve in the availability and performance aspects. 

Table 7 & Figure 7 show that Manpower shortage, air problems, 

and mold problems incur 36.2%,29.5%, and 16.5% of the total 

downtime respectively. These reasons are 82.2% of total 

downtime. We may take the following steps to overcome these 

problems and increase the availability of the selected machine, 

a. To overcome the manpower shortage, we worked with the 

human resource department to find the manpower so that the 

machine does not have to stay idle. Following this we 

provided manpower requisition to the HR department. 

b. To overcome the air problem, we assigned one person to keep 

an eye on the compressor room. There might be some power 

shutdown and for that reason, the compressor takes a short too 

long time to increase the air pressure. In addition, we installed 

an air reservoir tank that would reserve a minimum amount of 

air with the desired pressure to give backup support to 

production immediately after the power shutdown is over. 

c. To overcome the mold problem, molds were properly cleaned 

by the operators at regular intervals. There should not be any 

rust or any type of dent on the mold body.  

Figure 8 shows the root causes of the low performance of the 

machine. The following strategies could be effective to increase 

the performance of the selected machine, 

a. As the machine speed was slow, operators strictly followed 

the regular machine maintenance. Lubricating the moving 

parts was done as a practice to remove the rust and allow the 

machine to work at maximum speed. 

b. The slow performance of the operator also affected the 

performance of the machine. Operators were given proper 

training before working on this machine.  

c. Low steam pressure leads to longer cycle time for the selected 

machine. Steam pressure was controlled by installing a steam 

regulating valve. Pressure Regulating Valves (PRV) were 

installed to see the outcome of the machine. The maintenance 

team was given instructions to implement TPM to reduce 

breakdown of air compressors. 

d. Proper lighting on the production floor is inevitable for the 

performance of operators. The maintenance team must 

ensure proper light. 

e. An optimum level of airflow is necessary to work properly. 

Thus, a proper air ventilation system was installed on the 

production floor.  

f. Process control was followed strictly to avoid the mistakes 

in green tire making. 

g. Operators might become lazy sometimes or they might not 

understand the process. In that case, a supervisor was there 

to ensure the hourly output from the operators or the 

machines. 

 

V. RESULTS AND DISCUSSIONS 

We have worked on the total system implementing the 

improvement strategies and we have found the following outcomes 

for that selected machine shown in Table 3. 

The result assures that the there is a visible improvement in 

availability, performance, and OEE of that machine. 

 

Table 3: OEE after Improvement. 

Month Availability Performance Quality OEE 

January 79% 82% 98% 63% 

March 85% 88% 98% 73% 

Source: Authors, (2025). 

 

The final output showed significant improvements in the 

machine’s performance after implementing the strategies. Though 

the installation of some mechanical parts and air ventilation took 

time, we waited for a month and then recorded the data. 

 

VI. CONCLUSIONS 

We conducted a detailed study to improve the Overall 

Equipment Effectiveness of a selected machine. First, we measured 

the current performance of the machine and recorded an OEE of 

63%, which suggested ample scope for improvement. We then 

conducted a root cause analysis in detail to identify the main causes 

of the poor OEE. The availability and performance issues were 

found to be the major problems. 

Accordingly, targeted improvement strategies were 

formulated and implemented. We then waited a month to monitor 

the machine's performance and determine how the interventions 

affected performance. For instance, there was an increase in 

average OEE in March by up to 73%, which constitutes a 10% 

increase. In addition, there was an increase in availability from 

79% to 85%, and its performance went up from 82% to 88%. These 

improvements show that our methodology is effective. 

Even with this improvement, the machine performance has 

been well below industrial standards, which are 90% availability, 

95% performance, and 95% quality. The improvement has reached 

a very high value, with the potential still open for further 

optimization to fill the gap between industrial standards. 

Our study has some limitations, 

 

 We could not show the cost of some systems installed for the 

improvements 

 Showing a comparison between the productivity growth would 

make this research more complex. Thus, we could not mention 

it. 
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The switched reluctance motor (SRM) is one of the common industrial applications where 

many fields of different models are used, but they differ in performance, thus the selection 

of the appropriate prototype must be determined according to the application's 

requirements. In this study, a comparative analysis was conducted between 12/8 and 10/8 

switched reluctance motors (SRMs) using ANSYS Maxwell where the same dimensions, 

parameters, and operating conditions were adopted in the designs and only the number of 

stator poles were changed to evaluate the magnetic, mechanical, and electrical 

characteristics. Then we study their effect on the SRMs performance focusing on several 

aspects of torque, speed, various losses, electromagnetic analysis of intensity, and 

magnetic flux density. Electrical losses were reviewed, and the study revealed significant 

differences between the SRMs' electromagnetic performance, highlighting the importance 

of the SRM design to reduce losses and improve efficiency. The results show that the 

importance of choosing between the two SRMs depends on the application requirements, 

whether it requires high speed and efficiency or high torque. This study provides a 

comprehensive insight into the SRM designs deep analysis, supporting the drive for more 

efficient and sustainable technology in optimizing the electric motors' overall performance. 

Keywords: 

Switched Reluctance Motor, 

ANSYS Maxwell, 

Operating Conditions, 

Electromagnetic Analysis, 

Losses. 
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I. INTRODUCTION 

 

During recent years, researchers have focused on 

enhancing and improving various electric motor prototype models 

and control techniques [1-3], such as Switched Reluctance Motors 

(SRMs). SRMs have emerged as a suitable choice for industrial 

power applications in electric transportation and renewable 

energy due to their simple structure [4],[5], low cost because of 

the absence of permanent magnets, high reliability, ability to 

operate in extreme conditions, and durability. The SRMs function 

on the principle of magnetic pole excitation, which produces 

varying torque, which makes the focus on the geometry and the 

pole design of the rotor and stator crucial in establishing the 

characteristics and performance of this type of motor. 

Despite the features of the SRMs, they have drawbacks 

that affect their behavior in operation, such as the cogging torque 

and ripples [6],[7]. The difficulty in controlling speed and torque 

accurately [8-10]. High noise and vibration due to direct magnetic 

force variations during operation [11],[12]. Complexity in the 

design of magnetic coils [13]. Power loss due to eddy currents 

and thermal losses [14]. Performance fluctuates with variations in 

speed and sensitivity to changes in load and voltage [15]. Several 

researchers have been developing prototypes of SRMs for various 

application requirements of solar water pumping systems 

[16],[17], electric vehicle EV [18-20], elevator applications [21], 

and cooling fan applications [22]. Recent research has focused on 

optimizing the SRMs through Artificial Intelligence and machine 

learning [23-25]. The selection of the material applied to the 
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stator and rotor in the SRMs contributes to minimizing losses and 

significantly increasing efficiency [26].   

The direct torque control (DTC) method for the 5-phase 

10/8 SRMs was introduced, focusing on achieving rapid response 

torque and precise stator flux control [27], while the same method 

was proposed based on the Fuzzy method to reduce torque ripples 

[28]. Multilevel inverters have been investigated by using space 

vector modulation (SVM) in controlling SRM applications with a 

focus on 10/8, 8/6 and 6/4 geometric types [29]. A validated 

analytical model for 10/8 and 8/6 SRM was presented. To prove 

the accuracy, the results were compared with experimental 

measurements [30]. A novel SRM that has a permanent magnet 

between the pole tips of the stator is proposed to enhance 

efficiency and improve torque compared to traditional SRMs 

[31].  

Various control strategies of the 12/8 switched reluctance 

motor were compared [32]. A design of 12/8 SRM with a 

segmental rotor type is proposed for cooling fan applications. The 

structure rotor consists of a series of discrete segments, and the 

stator consists of two types of poles: auxiliary and exciting poles 

[33]. A comparative analysis of winding arrangement types for a 

12/8 SRM is presented, focusing on the reduction of flux reversal 

and analysis of torque performance [34]. 

The analysis and optimization of a 12/8 SRM using the 

Grey Wolf Optimization (GWO) algorithm for electric vehicle 

applications is proposed with a focus on enhancing the torque 

density through geometric optimizations [35]. The torque 

performance of 12/8 SRM is enhanced by checking the embrace 

of rotor poles and focusing on the rotor and stator pole arc to 

obtain minimum ripple torque and maximum average torque [36]. 

A study of the magnetic characteristics of three-phase 12/8 SRM 

is presented to improve the starting torque by focusing on the 

effect of important geometric parameters on enhancing efficiency 

and torque [37]. 

Although previous research has provided many 12/8 and 

10/8 SRM designs for electric vehicles and various industrial 

applications, and while they differ in the number of stator poles 

only, they are significantly different in behavior in many aspects, 

therefore it is critical to select the SRM accurately according to 

the application requirements. 

This paper aims to conduct an analytical study to compare 

the behavior of two SRMs with similar parameters, dimensions 

and operating conditions, focusing on changing only the number 

of stator poles to investigate their effect on the SRM's 

performance in terms of efficiency, losses and electromagnetic 

behavior. This comparison is based on data from detailed 

simulation results using ANSYS Maxwell that includes 

electromagnetic analysis of the magnetic field. As well as analysis 

of performance curves for efficiency, torque, speed, stranded 

losses, current, voltage, and flux linkages. 

Finally, this research contributes to the field of SRM 

design optimization by focusing on factors that affect the 

performance such as pole and core design, magnetic flux 

distribution, coil resistance improvement, and loss reduction, 

thereby enhancing the sustainability, operational flexibility, and 

the performance efficiency of the SRMs in various industrial 

applications. The results of this detailed analysis provide practical 

data and indicators to enable the selection of the most suitable 

12/8 and 10/8 SRMs based on specific operating conditions. This 

contributes to the improvement of these motors and their ability to 

be adapted to different application requirements. The finite 

element method offers many advantages in simplifying complex 

geometry models in a fast time, making it a common choice in 

many fields of electrical engineering. 

This paper is structured as follows: in section 2, the 

proposed designs with their basic dimensions of the 12/8 and 10/8 

SRMs. Section 3 presents the finite element method in electrical 

machines. Section 4 incorporates mathematical modeling of the 

basic equations for the SRMs. In Section 5, the simulation results 

and comparison of the SRMs are discussed. Finally, section 6 

provides a conclusion and summary of this work. 
 

II. APPROACHED DESIGN OF THE SWITCHED 

RELUCTANCE MOTORS 

This paper provides modeling and designing of 12/8 and 

10/8 (Figure 1) switched reluctance motors based on similar 

proportions and parameters in both motors, as illustrated in Table 

1. The stator poles were changed only to examine the effect of 

increasing stator poles on the performance of the machines. Steel 

1008 was applied in addition to copper in the stator and rotor 

parts because the selected materials contribute to reducing total 

losses and increasing efficiency [26]. The motors were designed 

under a voltage of 220 V, speed of 3000 RPM, and power of 5000 

W. At first, the basic dimensions and appropriate operating 

conditions were specified according to various mathematical 

equations and basic computations. The prototype was created and 

tested using the ANSYS RMxprt tool to evaluate the essential 

parameters and verify the initial designs. The efficiency of the 

obtained machines is estimated to be more than 95 %. After that, 

two-dimensional models were established using the Maxwell2D 

tool to compare the performance of the SRMs in terms of 

efficiency, torque, speed, total losses and various other machine 

data and performance curves. The ANSYS Maxwell approach is 

adopted by the finite element method, which is accurate and fast 

in simplifying complex models.  

 

 
Figure 1: 3D models of the 12/8 and 10/8 SRMs. 

Source: Authors, (2025). 
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Table 1: Parameters of the presented 12/8 and 10/8 SRMs. 

Parameters 12/8 SRM 10/8 SRM  

Outer Diameter of Stator (mm):   150 150 

Inner Diameter of Stator (mm):   95 95 

Number of Stator Poles: 12 10 

Pole Embrace: 0.6 0.6 

Outer Diameter of Rotor (mm):   94 94 

Inner Diameter of Rotor (mm):   50 50 

Length of Stator Core (mm):   70 70 

Type of Steel: steel_1008 steel_1008 

Number of Rotor Poles: 8 8 

Pole Embrace: 0.5 0.5 

Yoke Thickness (mm):   12 12 

Rated Output Power (kW): 5 5 

Rated Voltage (V): 220 220 

Given Rated Speed (rpm): 3000 3000 

Operating Temperature (C): 75 75 

Source: Authors, (2025). 

Table 2 indicates the copper and steel material 

consumption in the switched reluctance motors for the rotor and 

stator parts. The material consumption is similar for both 

machines in the rotor part, with a slight difference in the weight 

of copper and steel in the stator core. 

Table 2: Materials consumption in the SRMs. 

MATERIALS 12/8 SRM 10/8 SRM  

Stator Copper Density (kg/m^3): 8900 8900 

Stator Core Steel Density (kg/m^3): 7872 7872 

Rotor Core Steel Density (kg/m^3): 7872 7872 

Stator Copper Weight (kg): 1.25071 1.36846 

Stator Core Steel Weight (kg): 4.30679 4.30611 

Rotor Core Steel Weight (kg): 2.06099 2.06099 

Total Net Weight (kg): 7.61849 7.73556 

Stator Core Steel Consumption (kg): 8.42751 8.42751 

Rotor Core Steel Consumption (kg): 3.77157 3.77157 

Source: Authors, (2025). 

 

  
Figure 2: Drive circuit of the 12/8 and 10/8 switched reluctance motors. 

Source: Authors, (2025). 

III. FINITE ELEMENT METHOD 

The finite element method (FEM) is a numerical technique 

based on dividing a complex geometric field into many small 

elements to simplify and facilitate its mathematical handling. It is 

used in solving partial differential equations relating to various 

physical systems approximately within each element separately 

after the solutions for all elements are combined to obtain a 

comprehensive overview of the system's performance. The 

electromagnetic field distribution of the flux, the vectorial 

distribution of magnetic flux, and the magnetic intensity in a 

switched reluctance motor can be solved using the FEM. The 

electromagnetic analysis of the interaction between the stator and 

rotor is crucial to ensuring optimal functioning. Both SRMs were 

designed with the same dimensions and conditions applied except 

for the number of stator poles changed, as shown in Figure 1 and 

Table 1.  

The Finite Element Method (FEM) is a powerful, accurate 

and speedy design tool used to enhance many industrial 

applications designs such as electrical machines and transformers, 

which contributes to increasing efficiency and reliability, 

improving overall system performance, and reducing magnetic 

losses. Electromagnetic analysis based on the ANSYS and FEM 

allows to specify the parts that are exposed to the magnetic 

saturation that must be focused on to reduce electrical losses. It 

permits the evaluation of the interactions between electric 

currents and magnetic fields in complex components and systems, 

focusing on the non-linear properties of magnetic materials, the 

effects of eddy currents and magnetic flux distribution on the 

performance. 

 

IV. MATHEMATICAL MODELING OF THE SWITCHED 

RELUCTANCE MOTOR 

For a thorough comprehension of the dynamic behavior 

and determination of the main impacts on a switched reluctance 

motor's performance, mathematical equations are considered that 

contribute to illustrating the interrelation between various 

components such as torque, power, and efficiency. These 

equations reflect the theoretical underpinnings of electromagnetic 

analysis and the analysis of experimental data. These later are 

crucial to explain the transformation of energy, the effect of 

external load on the motor, and the interactions between magnetic 

fields and mechanical motion, which contribute to a detailed 

examination of the complex behavior of the machines under 

various operating conditions. 

From the equivalent circuit given in Figure 3, the phase 

voltage equation of the SRMs is given in Equation 1: 

𝑉 = 𝑖𝑅𝑠 +
𝑑𝜆

𝑑𝑡
(𝜃, 𝑖)                                   (1) 

Where i is the phase current, 𝑅s the phase resistance, 𝜃 the 

rotor position, and 𝜆 the flux linkage for each phase that is 

expressed by: 

𝜆 = 𝐿(𝜃, 𝑖)𝑖                                          (2) 
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Where 𝐿 is the dynamical winding inductance that depends 

on the rotor position and the current per phase excitation, the 

equation of voltage for a phase can be defined as: 

𝑉 = 𝑖𝑅𝑠 +
𝐿(𝜃,𝑖)𝑑𝑖

𝑑𝑡
+ 𝑖

𝑑𝐿

𝑑𝑡
(𝜃, 𝑖)                       (3) 

𝑉 = 𝑖𝑅𝑠 + 𝐿(𝜃, 𝑖)
𝑑𝑖

𝑑𝑡
+ 𝑖

𝑑𝜃

𝑑𝑡

𝑑𝐿

𝑑𝜃
(𝜃, 𝑖)               (4) 

The derivative of the rotor's angular position θ  relative to 

the time is the angular speed of the machine ωm, then: 

𝑉 = 𝑖𝑅𝑠 + 𝐿(𝜃, 𝑖)
𝑑𝑖

𝑑𝑡
+ 𝑖𝜔𝑚

𝑑𝐿

𝑑𝜃
(𝜃, 𝑖)              (5) 

Where ωm is the angular speed. 

 
Figure 3: The SRM per phase equivalent circuit. 

Soucer: [38]. 

  

𝑒 = −𝑑𝜑(𝑖, 𝜃)/𝑑𝑡                                  (6) 

Where φ(i, θ) is the flux linkage that represents a function 

of the current and the angle of the rotor. Then: 

𝑑𝜑(𝑖,𝜃)

𝑑𝑡
=

𝐿𝑑𝑖

𝑑𝑡
+

𝑖𝑑𝑙

𝑑𝜃

𝑑𝜃

𝑑𝑡

𝐿𝑑𝑖

𝑑𝑡
+ 𝜔𝑚𝑖

𝑑𝑙

𝑑𝜃
               (7) 

The switched reluctance motor's amount of power P 

developed is expressed by Equation 8: 

𝑃 =
𝐿𝑖𝑑𝑖

𝑑𝑡
+ 𝜔𝑚𝑖2 𝑑𝑙

𝑑𝑡
                      (8) 

The SRM energy stored in the magnetic field We can be 

obtained as: 

𝑊𝑒 =
1

2
𝐿𝑖2                                  (9) 

The power generated by the change in the magnetic field 

is expressed by Equations 10 and 11: 

𝑑𝑤𝑒

𝑑𝑡
=

1

2
𝐿2𝑖

𝑑𝑖

𝑑𝑡
+

1𝑖2𝑑𝐿

2
                                   (10) 

𝑑𝑊𝑒

𝑑𝑡
= 𝐿𝑖

𝑑𝑖

𝑑𝑡
+

1

2
𝑖2𝑑𝐿

𝑑𝜃
𝜔𝑚                                  (11) 

Where Pm is the difference between the received power 

from the supply and the power due to the magnetic field variation 

and is expressed in Equation 12: 

𝑃𝑚 = 𝜔𝑚𝑇𝑚                                  (12) 

𝑃𝑚 =
1

2
𝜔𝑚𝑖2 𝑑𝐿

𝑑𝜃
                              (13) 

The switched reluctance motor air gap power Pag is given 

as follows in Equations 14 and 15: 

𝑃𝑎𝑔 =
1

2
i2 𝑑𝐿(𝜃,𝑖)

𝑑𝑡
=

1

2
i2 𝑑𝐿(𝜃,𝑖)

𝑑𝜃

𝑑𝜃

𝑑𝑡
                     (14) 

𝑃𝑎𝑔 =
1

2
i2 𝑑𝐿(𝜃,𝑖)

𝑑𝜃
𝜔m                                 (15) 

The main contribution to the developing mechanical power 

in the rotor is the contribution from the air gap power. The 

equation for the developed mechanical power of the rotor is 

provided in Equation 12. 

The SRM electromagnetic torque for phases can be 

calculated by summing the torque of the phases Tph: 

𝑇𝑝ℎ  =
1

2
𝑖2 𝑑𝐿(𝑖,𝜃)

𝑑𝜃

𝑇𝑒  = ∑  𝑚  𝑇𝑝ℎ

                                 (16) 

The average torque Tavg  equation is given as follow: 

𝑇𝑎𝑣𝑔  =
1

𝜏
∫  

𝜏

0
 𝑇𝑒(𝑡)𝑑𝑡

 with, 𝜏  =
60

𝑛𝑁𝑟

                       (17) 

Where n is the speed in the rotor (rpm), Nr is the number 

of poles in the rotor. 

The torque ripple of the switched reluctance motor is 

expressed in Equation 18.  

𝑇ripple =
𝑇max −𝑇min

𝑇avg 
=

Δ𝑇

𝑇avg                           (18) 

Where Tmax is the maximum torque in the SRM; Tmin is the 

minimum torque in the SRM.  

The motion equation of the machine can be described by 

the Equation 19:  

𝑇𝑒 − 𝑇𝑙 = 𝐵𝜔 + 𝑗
𝑑𝜔

𝑑𝑡
                                 (19) 

Where Tl is the load torque, B is the friction coefficient, 

and  j is the inertia moment. 

The Equation of the SRM efficiency is given as: 

𝜂 =
𝑃𝑜

𝑃in 
=

𝑃in −𝑃cu −𝑃core 

𝑃in 
                            (20) 

 

Where Po is the output power, Pin is the input power, Pcu is 

the copper loss Pcore is the core loss. 

V. RESULTS AND DISCUSSIONS 

To evaluate the provided 12/8 and 10/8 SRMs and 

compare their performance, as showen in the first section include 

Tables 3 and 4 to compare the basic parameters and comparing 

the various losses through the bar charts illustrated in Figure 4. 

The results of the second section highlights a comparison of the 

electromagnetic analysis of the magnetic flux density, the 

vectorial distribution of magnetic flux density, and the magnetic 
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intensity in Figures 5, 6 and 7, which contributes to a more 

precise analysis of the mechanical performance and an 

understanding of the electromagnetic behavior between the stator 

and rotor. The results in the last section present the various 

performance curves for both SRMs that include efficiency curves, 

torque, speed, Stranded losses, currents, voltages, and flux 

linkages. 

 

Table 3: Evaluation of the 12/8 and 10/8 SRMs performance. 

Parameters 12/8 SRM  10/8 SRM  

Input DC Current (A): 23.7302 23.5383 

Phase RMS Current (A): 36.7278 29.2256 

Phase Current Density (A/mm^2): 11.095 7.00377 

Iron-Core Loss (W): 0.0414556 0.207566 

Output Power (W): 4962 4973.91 

Input Power (W): 5220.63 5178.42 

Efficiency (%): 95.0459 96.0508 

Rated Speed (rpm): 9361.01 20904.7 

Rated Torque (N.m): 5.0618 2.27209 

Flux Linkage (Wb): 0.0559623 0.0255368 

Maximum Output Power (W): 19203.7 22969.8 

Source: Authors, (2025). 

 

Both of the SRMs have roughly similar input DC current 

indicating comparable current consumption. The phase RMS 

current of the 12/8 SRM reaches 36.7278 versus 29.2256 A in the 

10/8 SRM. The phase current density of the 12/8 SRM reaches 

11.095 A/mm², while the 10/8 SRM reaches 7.00377 A/mm². This 

difference indicates that the 12/8 SRM consumes more power 

compared to the 10/8 SRM, which may affect the overall losses 

and increase the thermal and magnetic stress in the coils while 

contributing to significantly increasing the output torque. 

The output power in the 12/8 SRM has 4962 W versus 

4973.91 W in the 10/8 SRM. The input power in 12/8 SRM is 

5220.63 W, and in 10/8 SRM is 5178.42 W. This data shows that 

10/8 SRM has higher output power with lower input power and 

excels in producing the maximum power, which increases its 

efficiency as the 12/8 SRM efficiency reaches 95.0459%, while 

the 10/8 SRM efficiency reaches 96.0508%. The flux linkage data 

reveals that the 12/8 SRM has a higher flux of 0.0559623 Wb 

while the 10/8 SRM has 0.0255368 Wb. 

 

 Figure 4: Comparison of losses in the 12/8 and 10/8 SRMs. 

Source: Authors, (2025). 

 

The frictional and windage loss in the 12/8 SRM is 

31.2034 W, which is 55.2% less than the 10/8 SRM's 69.6824 W. 

This means that the 10/8 SRM has significantly higher frictional 

and windage loss, which reduces its dynamic efficiency. The 12/8 

SRM significantly reduces iron core loss by about 80% to 

estimated 0.0414556 W, while in the 10/8 SRM it reaches 

0.207566 W, which improves the behavior in magnetic 

conditions. The 12/8 SRM exhibits more winding copper loss of 

187.693 W compared to the 10/8 SRM's 81.8344 W due to the 

increased number of stator poles, which may lead to overheating. 

The data illustrates that the 10/8 SRM has higher diode and 

transistor losses compared to the 12/8 SRM. This analysis shows 

that the 12/8 SRM is more efficient in terms of electronic 

components with a 32.5% improvement in diode loss compared to 

the 10/8 SRM. The 10/8 SRM has a total loss of 204.509 W, 

20.9% less than the 12/8 SRM with 258.635 W, indicating a more 

power efficient functioning due to the consistency in the 

distribution of the number of poles. 

 
Table 4: Estimation of the stator and rotor poles flux density and 

the winding of the 12/8 and 10/8 SRMs. 

Parameters 12/8 SRM  10/8 SRM  

Stator-Pole Flux Density (Tesla): 1.37232 1.04559 

Stator-Yoke Flux Density (Tesla): 0.849767 0.775533 

Rotor-Pole Flux Density (Tesla): 1.11211 1.01496 

Rotor-Yoke Flux Density (Tesla): 0.2756 0.251524 

Winding Resistance in Phase (ohm): 0.0463808 0.0191619 

Winding Resistance at 20C (ohm): 0.038152 0.0157622 

Winding Leakage Inductance (mH): 0.0275105 0.00980801 

Source: Authors, (2025). 

 

The flux density in the stator poles of the 12/8 SRM motor 

has 1.37232 Tesla, while in the 10/8 SRM it has 1.04559 Tesla. 

This difference shows that the 12/8 SRM achieves 31.1% higher 

magnetic density, which enhances its ability to generate greater 

torque and more efficient operation but also increases the 

possibility of magnetic saturation at high loads. As for the stator 

yoke flux density, it is 0.849767 Tesla in the 12/8 SRM compared 

to about 0.775533 Tesla in the 10/8 SRM. This difference 

indicates that the 12/8 SRM exhibits 9.5% higher density, which 

enhances the efficiency of magnetic usage and reduces magnetic 

losses. 

For the rotor pole flux density, the 12/8 SRM has a 

1.11211 Tesla, while the 10/8 SRM has a 1.01496 Tesla. This 

disparity reflects the preference of the 12/8 SRM, which enhances 

the motor's ability to produce torque and response to loads. the 

rotor yoke flux density reaches 0.2756 Tesla in the 12/8 SRM 

versus 0.251524 Tesla in the 10/8 SRM. This indicates that the 

12/8 SRM has 9.6% greater density, which enhances behavior 

stabilization under various loads. 

The winding resistance in phase of the 12/8 SRM has 

0.0463808 ohms, while the 10/8 SRM has a lower resistance of 

0.0191619 ohms. This indicates that the 12/8 SRM exhibits 

higher resistance in the windings leading to higher losses due to 

overheating. The 12/8 SRM exhibits higher resistance even when 

measuring the windings' resistance at 20°C. This difference 

reflects the 10/8 SRM's ability to reduce heating losses 

significantly, indicating its higher operational efficiency. 

the 12/8 SRM has a higher winding leakage inductance 

value of 0.0275105 mH, which leads to power loss and response 

delay, while the 10/8 SRM shows a lower inductance of 

0.00980801 mH.  This enhances the motor response and 

minimizes losses due to the winding leakage inductance. 
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Figure 5: Variation of the SRMs Magnetic Flux Density. 

Source: Authors, (2025). 

 

Figure 6: The SRMs vectorial distribution of magnetic flux density. 

Source: Authors, (2025). 

 

In Figures 5 and 6, the comparative analysis of the 

magnetic flux density at the same 43.5 degrees  position indicates 

that the 12/8 SRM significantly outperforms the 10/8 SRM in 

terms of magnetic flux density and distribution, showing that the 

12/8 SRM can generate a more powerful magnetic flux of 2. 6797 

T by about 35% comparing to the 10/8 SRM's 1.4875 T. This 

indicates a higher performance in applications that require 

effective power conversion, efficient magnetization, and high 

torque, particularly at high loads. In contrast, the 10/8 SRM 

exhibits a lower performance due to the variability and 

irregularity of the flux distribution and its relatively low values. 

 

  
Figure 7: Variation of the SRMs Magnetic Intensity. 

Source: Authors, (2025). 

 

 

Figure 7 indicates the magnetic intensity distribution, 

showing that the 12/8 SRM is more balanced and uniform than 

the 10/8 SRM, with similar effective regions of maximum 

magnetic intensity. This reflects the stability of behavior and 

more efficient conversion of magnetic energy into mechanical 

energy. In contrast, the 10/8 SRM exhibits unbalanced and non-

uniform magnetic intensity distribution, which can lead to 

reduced electromagnetic conversion efficiency and fluctuations in 

output torque. 
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Figure 8: Variation of the SRMs Efficiency. 

Source: Authors, (2025). 

 

Figure 8 shows the variations in efficiency curves versus 

the speed for the 10/8 SRM shown in blue and the 12/8 SRM 

shown in red. The results indicate that the 12/8 SRM quickly 

reaches higher efficiency values initially at speeds below 12000 

rpm compared to the 10/8 SRM. At speeds above 20000 rpm, the 

efficiency curve of the 12/8 SRM decreases gradually compared 

to the 10/8 SRM. 

This decrease is due to the increasing dynamic losses and 

the losses due to eddy currents and electromagnetic interference 

which are affected by the design and number of stator poles while 

the 10/8 SRM retains its efficiency even as the speed increases 

making it more suitable for applications that require stable 

behavior at high rotational speeds. 

 

 
Figure 9: Variation of the SRMs Moving Torque. 

Source: Authors, (2025). 

 

The torque curves for both machines are shown in Figure 

9. After increasing the number of stator poles of the SRMs, there 

is a 55.1% increase in average torque from 2.27 Nm to 5.06 Nm, 

indicating that the 12/8 SRM has improved dynamic behavior, 

increased power, and enhanced response to heavier loads, making 

it suitable for applications that require high torque and greater 

thrust. 
However, the 12/8 SRM  torque curve illustrated in blue 

exhibits a higher torque fluctuation compared to the 10/8 SRM, 

which is a result of increasing the number of stator poles, which 

leads to more complicated magnetic interactions and affects the 

performance stability. Note that in this case, the increase in stator 

poles was considered only without adjusting the other factors, but 

the fluctuation and ripple in torque of the 12/8 SRM can be 

reduced by improving the different aspects. 

 

 
Figure 10: Variation of the SRMs Speed. 

Source: Authors, (2025). 

 

Based on the analysis of the speed curves as shown in 

Figure 10, the 10/8 SRM is more suitable for applications 

requiring high speeds and lower torque, with an estimated speed 

of 20904 rpm, which is 55.2% greater than the 12/8 SRM, which 

is suitable for applications requiring lower speeds and higher 

torque while maintaining control and stability, with an estimated 

speed of 9361 rpm. Although the 12/8 SRM provides higher 

torque, the emphasis on speed is a critical factor in many 

applications. 

 

 
Figure 11: Variation of the SRMs Stranded Losses. 

Source: Authors, (2025). 
 

Figure 11 represents stranded loss curves where the 12/8 

SRM shown in red exhibits a significantly higher stranded loss, 

up to 87.5 watts at extreme values. This indicates that more power 

is consumed to obtain a higher torque, which affects the overall 

efficiency. The stranded losses in the 10/8 SRM are noticeably 

lower with extreme values ranging around 37.5 watts. This 

illustrates the efficiency of the machine in terms of minimizing 

losses. This makes it a more suitable choice in applications that 

require low power consumption due to the consistency in the 

distribution of the poles as the stator poles are proportional to the 

rotor. 
 

 
Figure 12: Variation of 12/8 the SRM Currents. 

Source: Authors, (2025). 
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Figure 13: Variation of the 10/8 SRM Currents. 

Source: Authors, (2025). 

 

From Figures 12 and 13, the maximum current values in 

the 12/8 SRM reach about 75 A. While in the 10/8 SRM it 

reaches about 60 A. The maximum current in the 12/8 SRM 

appears to be about 25% more compared to the 10/8 SRM, 

reflecting the ability to produce greater torque and higher 

electrical power capacity in the phases. This means that the 12/8 

SRM functions at lower speeds but provides a more steady 

current with distinct peaks and little overlap with other phases, 

indicating improved current distribution. Reducing the number of 

poles in the 10/8 SRM leads to interference between phases, 

which decreases the efficiency of the electromagnetic conversion 

and makes controlling the currents and power distribution 

between phases difficult and more complicated. 

 

  
Figure 14: Variation of the 12/8 SRM Induced Voltages. 

Source: Authors, (2025). 

 

 
Figure 15: Variation of the10/8 SRM Induced Voltages. 

Source: Authors, (2025). 

 

Figures 14 and 15,  represent the variation of the induced 

voltage vs the time. Both of the SRMs show an identical range of 

induced voltage values between 220V. Although the maximum 

values of the induced voltage are similar in both machines, the 

method of voltage generation and usage are significantly different 

between the two SRMs. The results show that the 12/8 SRM 

provides an easier and more stabilized control system due to the 

longer periods between voltage variations and the synchronization 

between the phases thus it is more appropriate in applications that 

require accuracy and stability in torque. On the other side, the 

10/8 SRM requires advanced and complicated control techniques 

to handle the frequent interference and rapid variations in the 

induced voltage between the phases. Increasing the number of 

poles in the 12/8 SRM improves the synchronization and 

stabilization of the induced voltage across the phases, which 

facilitates torque control and aids in maintaining consistent 

dynamic behavior. 

 

 
Figure 16: Variation of the 12/8 SRM Flux Linkages. 

Source: Authors, (2025). 

 

 
Figure 17: Variation of the 10/8 SRM Flux Linkages. 

Source: Authors, (2025). 

 

In Figures 16 and 17, it is shown that the flux linkage 

curves for both SRMs have a regular and repetitive form, reaching 

specific peaks of 0.057Wb at the 12/8 SRM and 0.026Wb at the 

10/8 SRM and decreasing rapidly when the phase current is 

eliminated. It is clear from these results that the distribution of 

flux linkages is highly dependent on the number of poles and their 

design. In the 10/8 SRM, the peaks of the flux linkages are lower 

compared to the 12/8 SRM, with a greater overlap between the 

peaks. The response time is faster, indicating that the 12/8 SRM 

provides a more stabilized distribution of flux linkages with 

higher peaks and less overlap between the phases.  
 

VI. CONCLUSIONS 

 

This paper presents a comparative study of the designs of 

12/8 and 10/8 SRMs featuring an effective design based on 

similar dimensions and operating conditions. Only the stator poles 

were changed to study its impact on efficiency, performance, and 

losses. The results show that increasing the number of poles in the 

stator varies the behavior of the current and its distribution 

between the phases and allows an increase in the maximum 
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current values, leading to improved dynamic performance and 

torque stabilization. Reducing the number of poles in the 10/8 

SRM leads to interference between phases, which leads to 

difficulty in maintaining torque stability and reduces the 

efficiency of the electromagnetic conversion. The 12/8 SRM has 

higher total losses, especially in copper losses, while the 10/8 

SRM has higher of frictional and windage losses. 

Electromagnetic analysis data shows that the 12/8 SRM 

has higher magnetic flux density and magnetic field strength, 

which enhances its ability to generate high torque, while the 10/8 

SRM has higher efficiency in magnetic resistance and magnetic 

leakage, which makes it an appropriate choice in applications 

where high power efficiency is required. Both SRMs have distinct 

characteristics that make them suitable for different applications.  

The choice between them depends on the specific 

application requirements in terms of speed, torque, efficiency, 

noise, and vibration. The 12/8 SRM can be used in applications 

that require high torque at low speeds and the 10/8 SRM in 

applications that require high speeds and low losses. 
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The objective of this research was to implement wireless sensors for remote monitoring and 

evaluation of water quality in five reservoirs in rural Andean communities in the district of 

Huancavelica-Peru, given the scarcity of information on water quality and its poor 

monitoring. It is important to monitor water quality for its safe management according to 

the sustainable development goals of the 2030 agenda, against natural or anthropogenic 

contaminants. The remote monitoring evaluated the performance of wireless sensors and 

water quality (temperature, pH and turbidity) for 10 days. The wireless sensors were 

calibrated with Hanna Instruments brand equipment achieving an R² of 98.98%, 96.81% and 

89.82% for temperature, pH and turbidity respectively. The average amount of data received 

was 456/462, 8.73 km maximum communication distance, received signal strength RSSI (-

93 to -122 dBm), signal to noise ratio SNR (9 to 13 dB), water temperature (-2.90 to 14.4 

ºC), pH (6.60 to 8.24) and turbidity (0.34 to 4.98 NTU). The wireless sensors are highly 

effective in remote monitoring; the quality of the monitored water complies with Peruvian 

and World Health Organization regulations.  
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I. INTRODUCTION 

 

Water is a fundamental resource for life and human health 

that is found in various sources such as rivers, springs, lagoons, 

dams, etc., whose accessibility and quality are important to monitor 

for an adequate sustainable management within the scope of the 

"Sustainable Development Goals" SDG 6 of the United Nations 

2030 agenda [1]. Monitoring must be able to analyze water quality 

systematically for adequate and timely decision-making in the face 

of anomalies that arise; since, water is changing in space and time 

due to its own dynamics or due to anthropogenic activities in its 

environment that can ultimately affect the health and welfare of 

people [2-5]. 

Currently, water quality monitoring is commonly 

performed manually on site or by transferring samples to a 

laboratory; where, the execution of the procedure requires a long 

time according to the characteristics of its geographical area of 

study that make it impossible to develop continuous and real-time 

monitoring considering unforeseen situations in water change [6], 

[7]. In this regard, when reviewing the state of the art on water 

quality monitoring in rural areas of the Andes mountain range of  

Peru in the province and district of Huancavelica, [8] 

identified that monitoring is precarious and that there is little 

information available on water quality due to various factors such 

as the manual procedure that takes a long time, the lack of nearby  

laboratories, the high costs of monitoring and especially the 

geographical remoteness and difficult accessibility to the places 

where the sample that evaluates the water is taken, making it 

impossible to implement frequent monitoring programs 

recommended by [9]; also, due to the irregular way in which it is 

carried out, being temporarily limited to monitoring between one 

time or twice a year [10]. 

In response to poor water quality monitoring in different 

scenarios; different authors have proposed remote monitoring as an 

alternative for which different wireless prototypes have been 

developed such as [11-14] that have monitored water quality 

reaching distances up to 120 m; others such as [15-18] have 

improved monitoring reaching distances up to 2.0 km, with the 
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particularity that these investigations have been developed and are 

limited to flat and low altitude geography less than 200 m above 

sea level. 

However, the achievements are not sufficient for 

monitoring water quality in spaces with a greater range of distance 

and complex geography, such as the case of the rural Andean area 

of Huancavelica, where water sources are located between rugged 

mountain ranges and steep areas between 3,800 m and 4,000 m 

above sea level [19], which require continuous and real-time 

monitoring. 

In response to this, this research work has proposed the 

implementation of wireless sensors for remote monitoring of water 

quality and its evaluation as an alternative to poor manual 

monitoring in the complex geographic conditions of the rural 

Andean area of the Huancavelica department; wireless sensors that 

monitor water quality continuously and in real-time. 

In this regard, the contribution of this article is to present 

the results of remote monitoring of water quality based on wireless 

sensors with Long Range (LoRa) technology for its application in 

data management and quick decision-making on water quality in 

distant and complex geographic areas similar to the rural Andean 

area of Huancavelica among others; directly benefiting with 

information to the rural communities population, 

environmentalists, ecologists, among others who are interested in 

monitoring water quality for informed decision making. 

 

II. MATERIALS AND METHODS 

II.1 DESCRIPTION OF THE STUDY AREA 

The research was carried out in five water reservoirs for 

human consumption in the high Andean rural communities of the 

province and district of Huancavelica-Peru (-12º 47.237, -74º 

58.389) located in mountainous geographic areas of difficult access  

with altitudes of around 4000 m and located at distances of 

up to 16.9 km from the urban area of Huancavelica of difficult 

access by road and rough rural roads. The reservoirs belong to the 

communities of Sachapite, Antaccocha, Pampachacra, 

Huaylacucho, and San Gerónimo as detailed in Table 1. 

 

Table 1: Location of reservoirs in rural communities for remote 

monitoring. 

Community Latitude Length 
Altitude 

(masl) 

Distance 

km 

S1 Sachapite -12º 44.069 -74º 54.590 4196 16.9 

S2 Antaccocha -12º 44.697 -74º 54.948 4084 12.3 

S3 Pampachacra -12º 48.643 -74º 55.271 4072 10.2 

S4 Huaylacucho -12º 47.521 -74º 56.905 3823 4.7 

S5 San Gerónimo -12º 47.045 -74º 59.931 3885 1.2 

Source: Authors, (2025). 

Figure 1 presents the location map of the wireless sensors in 

the five identified communities (S1, S2, S3, S4, and S5), with 

which remote monitoring was carried out. 

 
Figure 1: Location map of remote monitoring with wireless 

sensors. 

Source: Authors, (2025). 

II.2 SCOPE 

The scope of the research was to evaluate water quality 

monitoring through wireless sensors with LoRa technology in the 

five communities that involved the implementation of the wireless 

sensors, the evaluation of the amount of data received from remote 

monitoring, the transmission distance, the intensity of the received 

signal RSSI and the signal-to-noise ratio SNR, according to the 

parameters indicated in Table 2. 

 

Table 2: Remote monitoring data transmission/reception 

capability variables. 

Variable Unit Range Reference 

Amount of data received unit <= 462 ThingSpeak 

Transmission distance km < 10 
[20] (Heltec 

Automation, 2023) 

[21] (Semtech, 2020) 

RSSI, Received Signal 

Strength 
dBm > -135 

SNR, signal-to-noise ratio dB > -20 

Source: Authors, (2025). 

Likewise, the results of remote monitoring corresponding to 

water temperature, pH, and turbidity corresponded to the ranges 

indicated in Table 3. 

 

Table 3: Water quality parameters according to WHO and 

DIGESA-Peru. 

Variable Unit Range Reference 

Temperature º C < 20 [22](WHO, 2011) 

Hydrogen potential pH 6.5 to 8.5 [23] (WHO, 1971) 

[24](DIGESA, 2010) Turbidity NTU 0 to 5 

Source: Authors, (2025). 
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II.3 SAMPLE COLLECTION AND DATA ANALYSIS 

The sample size was directed with non-probabilistic 

sampling in a total of 462 daily samples of remote monitoring. 

Samples were collected digitally automated by the wireless sensors 

in time intervals of approximately three minutes in which the five 

sensors perform the process of acquiring, processing, transmitting 

and storing the information. The field tests were carried out 

between July and August 2024 for ten days of 24 hours each. 

Data were grouped and tabulated according to the type of 

variable to be analyzed (transmission distance, received signal 

characteristics RSSI, SNR, and water quality measurements such 

as temperature, pH, and turbidity). Central tendency and dispersion 

statistics were used to describe the capacity of remote monitoring, 

and box plots were used to represent the distribution of the acquired 

data. 

Calibration of the wireless sensors was performed in the 

laboratory during prototyping through comparisons between sensor 

measurements and Hanna Instruments contrast equipment, whose 

level of accuracy was verified with metrics such as coefficient of 

determination (R²), root mean square error (MSE) and standard 

error of estimation (SEE). 

 

II.4 REMOTE MONITORING MODEL ARCHITECTURE 

The architecture is made up of three stages as shown in 

Figure 2. The first stage corresponds to the data acquisition and 

processing section of the physical phenomenon (water quality), the 

second corresponds to the stage of wireless data transmission 

within the Low Power Wide Area Network (LPWAN) and 

Wireless Fidelity (WIFI), and finally, the third stage of remote 

storage and dissemination of information. 
 

 
Figure 2: Architecture of remote water quality monitoring. 

Source: Authors, (2025). 

II.5 IMPLEMENTATION OF WIRELESS SENSORS 

Wireless sensors have four electronic circuit blocks (see 

Figure 3). The first consists of the physical sensors, the second by 

data acquisition and processing block, the third by data 

transmission block, and finally the power supply block. 

The sensor block consists of the DS18B20 temperature 

sensor that measures the temperature change with a probe-type 

electrode with a 12-bit resolution; the PH-4502C sensor that 

measures the acidity or alkalinity of the water through a  potential 

difference between a glass electrode that is sensitive to H+ ions and 

another metal one that measures the electric potential that translates 

into pH; also, the LGZD V1.1 turbidity sensor that is an infrared 

light optoelectronic device with which the amount of turbidity is 

determined from the variability of the voltage of the receiving 

photodiode. 

 

 
Figure 3: Structure of wireless sensors. 

Source: Authors, (2025). 

Table 4 presents the technical characteristics of each sensor. 
 

Table 4: Characteristics of physical sensors and calibration 

instruments. 

Variable Unit Model Characteristics 
Calibration 

instrument 

Temperature º C DS18B20 

Range: 

-10 to 85 ºC 

Accuracy: 

± 0.5 ºC 

Hanna HI98121 

0 - 60 °C 

Hydrogen 

potential 
pH PH-4502C 

Range: 

0 to 14 pH 

Hanna HI98121 

0 - 14 pH 

Turbidity NTU LGZD V1.1 
Voltage: 

0V to 4.50V 

Hanna HI93703 

0 to 50 NTU 

Source: Authors, (2025). 

The data acquisition and processing block consists of the 

ESP32 microcontroller incorporated in the Heltec WIFI Lora 

32(V2), to which the physical sensors are connected for sampling 

and 12-bit digital analog conversion of the water temperature, pH 

and turbidity variables. Figure 4. illustrates the calibration activity 

of the Hanna sensors and instruments. 

 

 
Figure 4: Calibration of, a) Wireless sensors with the multimeter, 

b) Temperature and pH with the Hanna multi-parameter HI98121, 

and c) Turbidity with the Hanna turbidimeter HI93703. 

Source: Authors, (2025). 

The DS18B20 temperature sensor and the PH-4502C 

hydrogen potential sensor were calibrated with the Hanna 
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Instruments HI98121 multiparameter equipment under room 

temperature conditions of 15 ºC; the temperature was calibrated 

through the simultaneous immersion in water of the electrodes and 

the contrasting equipment at temperatures between 8.8 to 24.2 ºC, 

the sensor is of the 12-bit direct digital type whose precision 

oscillates in ± 0.5 ºC in the range of -10°C to +85°C [25]. From the 

correlation of measurements, a coefficient of determination R² of 

98.98% (p<0.001) and averages of 8.36 ±0.12, 13.84 ±0.17, 14.76 

±0.51, 17.04 ±0.04, 20.25 ±0.06 and 24.25 ±0.13 were obtained for 

temperatures of 8.80, 13.90, 14.50, 16.90, 20.10 and 24.20 ºC 

respectively. 

The pH calibration was also performed by simultaneous 

immersion of the electrodes in calibration solutions of Hanna 

HI7004L (4.01 pH), HI7007L (7.01 pH) and drinking water of 7.6 

and 7.9 pH. The coefficient of determination of the calibration of 

the sensors was R² = 96.81% (p<0.001) and average values of 4.19 

±0.06, 7.09 ±0.08, 7.77 ±0.21, 7.98 ±0.18 for the 4.01, 7.01, 7.6 

and 7.9 pH solutions, respectively.  The PH-4502C sensor 

incorporates in its electronic design a temperature sensor for pH 

correction against temperature changes which has been considered 

in the implementation of the prototype taking as reference equation 

(1) [26] [27] where the variation of pH(end) ranges between 0 and 

0.17 for temperatures of 15 and 0 ºC respectively. 
 
 

   𝑝𝐻(𝑒𝑛𝑑) =  𝑝𝐻𝑇1 + 0.0114 (𝑇1 − 𝑇2)                         (1) 

 

Where, pH(end) is the temperature-corrected pH, pHT1 is the 

pH value at the measurement temperature T1, T2 is the reference 

temperature (15 ºC). 

The LGZD V1.1 turbidity sensor was calibrated with the 

Hanna Instruments HI93703 turbidity meter by simultaneously 

measuring different water solutions in the range of 1 NTU to 12 

NTU and temperature of 10 ºC. The sensor measures turbidity 

based on the transmittance of infrared light from the transmitter to 

the receiver at an angle of 180º generating an output voltage of 

4.40V (10 ºC) for turbidity less than 0.5 NTU; the output voltage 

rises for low temperatures or low turbidity, and decreases with 

increasing water temperature or turbidity [28],[29]. 

Experimentally, equation (2) was obtained for the calculation of 

water turbidity from the correlation of the measurements of the 

contrast equipment and the turbidity sensor with a coefficient of 

determination of R² of 89. 82% and NTU averages of 1.17 ±1.38, 

1.22 ±0.38, 3.42 ±0.34, 6.18 ±0.37, 6.79 ±0.57 and 8.99 ±068 for 

turbidity references of 1, 2, 5, 6, 9 and 12 NTU respectively with 

output voltages of between 4.397 V and 4.364 V. The accuracy 

obtained was accepted in the investigation because the sensor had 

a positive response and provided an acceptable reference 

approximation of turbidity despite being a low-cost device 

compared to the HI93703 contrast equipment, where the 

differences in measurements ranged around 1 NTU for values 

lower than 5 NTU, which we consider favorable in contrast to the 

non-existent monitoring of water turbidity in rural areas. 
 

 𝑁𝑇𝑈 =
𝑉𝑇𝑏

− 𝑉𝑇𝑎
+ 0.0069(𝑇𝑏 − 𝑇𝑎)

−0.003
                (2) 

 

Where, VTb is the sensor voltage at Tb (temperature of the 

water turbidity reading), VTa is the sensor voltage at Ta (reference 

temperature 10 ºC of the turbidity reading). 

Table 5 describes the accuracy level metrics of the 

calibrated sensors concerning the coefficient of determination R², 

the root mean square error (MSE), and the standard error of 

estimation (SEE). 
 

Table 5: Evaluating the accuracy level of wireless sensors. 

Sensor Calibration range 
Accuracy Level Metrics 

R2 MSE SEE 

Temperature 

(DS18B20) 
8.8 ºC to 24.2 ºC 0.9898 0.222 0.419 

pH 

(PH-4502C) 

4.01 pH, 7.01 pH,  

7.6 pH, 7.9 pH, 
0.9681 0.026 0.205 

Turbidity (LGZD 

V1.1) 
1 NTU to 12 NTU 0.8982 3.023 0.905 

Source: Authors, (2025). 

In Figure 5, the linear models of the calibration of the 

temperature, pH and turbidity sensors are presented. 
 

 
Figure 5: The linear model of the calibration level of wireless 

sensors, a) temperature b) hydrogen potential pH, and c) turbidity. 

Source: Authors, (2025). 

The data transmission unit is made up of two wireless 

communication systems. The first one is made up of the wireless 

sensors through Semtech LoRa SX1278 devices embedded in the 

Heltec Automation LoRa 32(V2) WiFi card and configured in an 

LPWAN network with a spreading factor (SF=12), transmission 

power of 13 dBm, in the frequency band for the industrial, 

scientific and medical (ISM) area of 433 MHz. The second 

communication system is made up of the Gateway that retransmits 

the signal from the wireless sensors to the Internet through the 

IEEE 802.11 b/g/n and TCP/IP WiFi protocol. The wireless sensors 

and the Gateway have an algorithm coded in C language and 

compiled in the LoRa32(V2) WiFi development boards through the 

Arduino IDE using the libraries "heltec.h", “OneWire.h” and 

“DallasTemperature.h” and the routines in Figure 6. 

\ 
 

 
Figure 6. Flow diagrams of data transmission and reception 

routine, a) Wireless sensor with LPWAN protocol, b) Gateway 

with LPWAN/Wifi protocols, and c) ThingSpeak. 

Source: Authors, (2025). 

The Gateway starts the process by requesting data from the 

wireless sensors within the LPWAN network with their respective 

identifier code; on the wireless sensor network side, the requests 
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are iteratively verified and data acquisition and processing are 

carried out to then transmit them to the Gateway; the Gateway 

receives and organizes all the data and sends it to ThingSpeak; 

finally, the data from the wireless sensors is stored and graphically 

represented on the ThingSpeak platform. The process is repeated 

iteratively from start to finish approximately every 3 minutes. 

All sensor devices, the ESP32 microcontroller, and the 

SX1278 transmitters of the WiFi LoRa 32(V2) from Heltec 

Automation are connected to the power supply provided by a 

12V/7Ah battery through a 12V/5V charge regulator. 

 

II.6 INSTALLATION AND REMOTE MONITORING 

WITH WIRELESS SENSORS 

The wireless sensors installed in the communities' 

reservoirs were identified as S1 Sachapite, S2 Antaccocha, S3 

Pampachacra, S4 Huaylacucho, and S5 San Gerónimo; on the other 

hand, the Gateway is identified as "Monitoring Center (UNH) 

Huancavelica". Figure 7 illustrates the installation of the wireless 

sensors. 

 

 
Figure 7: Water reservoirs in rural communities, a) prior to the 

installation of the wireless sensor, b) and c) with wireless sensors. 

Source: Authors, (2025). 

Table 6 describes the transmission paths of wireless sensors 

in remote monitoring. 

 

Table 6: Transmission paths of wireless sensors in remote 

monitoring 

Routes 
Origin: 

Transmission 
Location 

Destination: 

Reception 
Location 

1 
S1 

Sachapite 

-12º 44.069 

-74º 54.590 

S3 

Pampachacra 

-12º 48.643 

-74º 55.271 

2 
S4 

Huaylacucho 

-12º 47.521 

-74º 56.905 

S2 

Antaccocha 

-12º 44.697 

-74º 54.948 

3 
S2 

Antaccocha 

-12º 44.697 

-74º 54.948 

S3 

Pampachacra 

-12º 48.643 

-74º 55.271 

4 
S3 

Pampachacra 

-12º 48.643 

-74º 55.271 
Monitoring 

Center (UNH) 

Huancavelica 

-12º 46.733 

-74º 57.617 
5 

S5  

San Gerónimo 

-12º 47.045 

-74º 59.931 

Source: Authors, (2025). 

Figure 8 graphically illustrates the transmission routes of 

wireless sensors within the mountainous rural Andean geography 

of Huancavelica. 

 
Figure 8: Transmission paths of wireless sensors in remote 

monitoring. 

Source: Authors, (2025). 

Figure 9 presents the data display panel for remote 

monitoring with wireless sensors. 

 

 
Figure 9: Remote monitoring of water quality; a) wireless sensor 

in the reservoir, b) turbidity monitoring, c) pH, d) temperature, e) 

RSSI, and f) RNS. 

Source: Authors, (2025). 

III. RESULTS AND DISCUSSIONS 

Five wireless sensors have been implemented to facilitate 

real-time remote monitoring of water quality using wireless 

transceivers and temperature (DS18B20), pH (PH-4502C), and 

turbidity (LGZD V1.1) sensors, with an approximate accuracy of 

98.98%, 96.81% and 89.82% respectively; the installation of the 

sensors makes up a low-power wide area network (LPWAN) 

distributed in five communities and a Gateway in charge of 

recording the information on the ThingSpeak Internet platform. 

LPWAN communication is carried out using the spread spectrum 

modulation technique through the LoRa 32 (V2) WiFi card with 

SX1278 transceiver, spreading factor (SF) of 12, and transmission 
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power of 13 dBm in the 433 MHz ISM frequency band; the 

Gateway also uses the Wifi 802.11 b/g/n protocol. 

In this regard, various studies state that monitoring water 

quality in rural areas is complex due to various factors such as 

geography, logistics, and manual procedures that make it difficult 

and impossible to develop frequent monitoring in favor of rural 

populations and the availability of information [8],[10],[30].  

The results demonstrate the feasibility of monitoring water 

quality in rural, extensive, and mountainous geographic areas such 

as Huancavelica-Peru, based on the use of technologies such as 

LoRa [30],[31] with which the difficulties of monitoring are 

minimized; on the contrary, it enables remote monitoring of water 

quality, expanding the availability of information in favor of rural 

communities for water security and control actions according to the 

standard [32].   

Table 7 shows the results of the data received during the 

transmission of the wireless sensors within the LPWAN network, 

where the overall average of the 5 reservoirs was 456 out of a total 

of 462 expected data, representing 98.7% effectiveness in the 

transmission and reception of data; a result similar to that recorded 

by [17] corresponding to 95.5% during the transmission of 600 data 

and much better than the 80% reported by [33] for a homogeneous 

LoRaWAN network. The research shows that wireless sensors 

ensure high effectiveness of data transmission and reception with 

LoRa transceivers in rural geographic spaces. 

 

Table 7: Data received from the wireless sensors (S1 Sachapite, 

S2 Antaccocha, S3 Pampachacra, S4 Huaylacucho, S5 San 

Gerónimo) 

Day S1 S2 S3 S4 S5 

1 459.00 459.00 456.00 456.00 455.00 

2 458.00 457.00 456.00 455.00 454.00 

3 458.00 455.00 460.00 456.00 457.00 

4 458.00 460.00 458.00 458.00 456.00 

5 456.00 458.00 458.00 458.00 454.00 

6 458.00 457.00 457.00 457.00 455.00 

7 457.00 456.00 456.00 454.00 457.00 

8 457.00 456.00 458.00 457.00 453.00 

9 454.00 456.00 458.00 455.00 455.00 

10 456.00 451.00 457.00 456.00 457.00 

General Average 457.10 456.50 457.40 456.20 455.30 

Source: Authors, (2025). 

On the other hand, Table 8 shows the distances and altitudes 

of signal transmission, as well as the maximum and minimum 

values of RSSI and SNR during data reception from the wireless 

sensors. 

The maximum distance reached was 8.73 km between the 

S1 Sachapite and S3 Pampachacra positions located between 4196 

and 4072 m of altitude respectively. 

The results exceed the remote monitoring distances of 

research such as [11],[12],[14],[34], which reported monitoring at 

distances up to 120 m with Wifi systems and others up to 2.0 km 

with LoRa communication systems [15],[18],[35],[36] in flat and 

coastal geography.  

However, despite the achievement, the challenge of 

improving the communication distance over 10 km recorded with 

technologies such as LoRa SX1272 or RN2483 still arises [37], 

[38]. 

 

Table 8: Results for RSSI and SNR considering transmission 

distances and altitudes. 

Origin of 

transmission 

Location, altitude 

Transmission 

destination 

Location, altitude 

Distance 

(km) 

RSSI  

dBm 

SNR 

dB 

S1 

Sachapite 
4196 

S3 

Pampachacra 
4072 8.73 -95 to -104 

10 to 

12 

S2 

Antaccocha 
4084 

S3 

Pampachacra 
4072 6.43 -93 to -102 

10 to 

12 

S4 

Huaylacucho 
3823 

S2  

Antaccocha 
4084 5.45 -103 to -111 

10 to 

13 

S3 

Pampachacra 
4072 

Monitoring 

Center (UNH) 

3723 5.60 -96 to -115 
10 to 

13 

S5 San 

Gerónimo 
3885 3723 4.29 -110 to -122 

09 to 

12 

Source: Authors, (2025). 

On the other hand, the RSSI received signal strength 

measurements were recorded in the range of -122 dBm to -93 dBm 

for different distances between 4.29 km to 8.73 km. These RSSI 

results are similar to the measurements of [39] and [40] whose 

achieved range was -120 dBm to -100 dBm for distances of 1560 

m and 500 m respectively. It is evident that wireless sensors with 

the WiFi LoRa 32(V2) still have an adequate RSSI sensitivity at 

long distances, also having an approximate 9% tolerance margin 

with respect to the minimum limit of -135 dBm indicated by the 

manufacturer [20]. 

Regarding the results of the signal-to-noise ratio (SNR) of 

the communication, these were found in the range of 9 dB to 13 dB 

and according to [41], SNR values greater than 0 dB represent 

signals of good transmission quality with a minimum packet loss 

error rate. Therefore, the remarkable thing about the measured 

results of RSSI and SNR, is that they guarantee good 

communication of wireless sensors in far rural and mountainous 

scenarios where the quality of data transmission remains similar to 

those of short distances. 

Table 9 presents the results of remote monitoring of water 

temperature, pH and turbidity for the five reservoirs. 

 

Table 9. Results of remote monitoring of temperature, pH and 

turbidity in the rural Andean area of Huancavelica. 

Ubication Min 
Quartile 

1 

Quartile 

2 

Quartile 

3 
Max 

a) Temperature ( ºC ) 

S1 Sachapite -2.90 1.60 5.00 10.50 12.20 

S2 Antaccocha -1.30 3.00 5.20 9.70 14.40 

S3 Pampachacra -1.90 1.10 3.80 9.00 13.50 

S4 Huaylacucho 0.60 4.10 7.00 10.20 13.00 

S5 San Gerónimo 0.50 1.90 4.50 10.50 13.70 

(WHO, 2011) < 20 < 20 < 20 < 20 < 20 

b) Hydrogen potential (pH) 

S1 Sachapite 6.76 7.13 7.52 7.60 7.80 

S2 Antaccocha 6.86 7.35 7.50 7.68 7.98 

S3 Pampachacra 6.60 6.99 7.14 7.35 7.87 

S4 Huaylacucho 6.88 7.14 7.32 7.44 7.89 

S5 San Gerónimo 6.80 7.19 7.67 7.76 8.24 

(DIGESA, 2010) 

(WHO, 1971) 
6.5 - 8.5 6.5 - 8.5 6.5 - 8.5 6.5 - 8.5 6.5 - 8.5 

c) Turbidity (NTU) 

S1 Sachapite 0.50 1.43 2.20 2.90 4.94 
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S2 Antaccocha 0.34 2.09 2.85 3.45 4.51 

S3 Pampachacra 1.00 1.42 2.10 3.20 4.98 

S4 Huaylacucho 0.50 1.23 2.07 2.70 4.90 

S5 San Gerónimo 0.80 1.57 2.20 3.47 4.91 

(DIGESA, 2010) 

(WHO, 1971) 
< 5 < 5 < 5 < 5 < 5 

Source: Authors, (2025). 

Figure 10 illustrates through a box plot the distribution of 

the data collected from the ten days of remote monitoring 

experimentation. 

 

 
Figure 10. Remote monitoring of water quality in the reservoirs. 

a) Temperature, b) pH and c) Turbidity 

Source: Authors, (2025). 

The results for temperature, pH and turbidity reveal 

significant variations in water quality among the five rural 

communities. Temperature measurements ranged from a minimum 

of -2.90 ºC in S1 Sachapite to a maximum of 14.40 ºC in S2 

Antaccocha between night and day respectively, with intermediate 

values ranging between 3.8 ºC and 7. 0 ºC, which highlights the 

cold climate of the region with which naturally ensures low water 

temperature (< 20 ºC), fulfilling the recommendation of the WHO 

[22] so that the various microorganisms such as V. Cholerae, 

Legionella spp among others do not have high growth rates and 

propagation. 

The pH levels were within the acceptable range of 6.5 to 8.5 

of the Peruvian standard [42] and WHO [23] with a minimum value 

of 6.60 recorded in S3 Pampachacra and a maximum value of 8.24 

in S5 San Gerónimo, which indicates the adequate neutrality of the 

monitored waters, evidencing a natural pH balance and the safety 

it represents for consumption within the monitored communities. 

As for turbidity levels, all were found to be below the WHO 

threshold of 5 NTU with a variation ranging from a minimum of 

0.34 NTU identified in S2 Antaccocha to a maximum value of 4.98 

NTU in S3 Pampachacra, results that suggest good water clarity 

and quality with respect to suspended particles or sediments from 

soil erosion of the rural springs from which the water is obtained. 

Therefore, the results indicate that the remotely monitored 

water sources have favorable physicochemical characteristics (ºC, 

pH, NTU) and meet the drinking water quality guidelines of 

Peruvian and WHO regulations. Likewise, they temporarily reflect 

the adequate preservation of water quality conditions in relation to 

previous physicochemical evaluations [43]; preservation that is 

probably due to the rural geographic location of the waters where 

anthropogenic intervention is minimal and moderate hydrological 

cycles that however are susceptible to alteration due to climate 

change effects which should be taken into consideration [44-46].  

Finally, it highlights the importance of monitoring water in 

order to ensure its quality [32],[47], which, remote monitoring with 

wireless sensors is a feasible tool that facilitates continuous water 

monitoring minimizing the geographical gaps and limitations of the 

rural environment. 

IV. CONCLUSIONS 

In the research, wireless sensors have been implemented 

that allowed remote and real-time monitoring of water quality in 

complex rural geographic spaces with an accuracy of 98.98%, 

96.81%, and 89.82% for temperature, pH, and turbidity 

respectively. A high effectiveness of around 98.7% has been 

achieved in the transmission and reception of data covering 

distances of up to 8.73 km in mountainous rural geography with 

altitudes between 4072 m and 4196 m, demonstrating the 

feasibility of using LoRa wireless technology in minimizing 

geographic distances during remote monitoring of water quality. 

Similarly, it has been verified that the received signal strength RSSI 

and signal to noise ratio SNR in long distance comunications have 

a tolerance margin of up to 9% for the RSSI with respect to the 

limit value of -135 dBm indicated by the manufacturer of the Wifi 

LoRa 32(V2) and that the SNR is in the range of 9 dB to 13 dB, 

showing that the transmitted signals are of good quality with a 

minimum packet loss error rate. 

Remote monitoring of water quality in the five rural 

communities involved confirmed that the temperature, pH, and 

turbidity meet Peruvian and World Health Organization standards, 

with temperatures below 20 ºC (minimum -2. 90 ºC in S1 Sachapite 

and maximum 14.40 ºC in S2 Antaccocha); pH within the range of 

6.5 and 8.5 (minimum 6.60 pH in S3 Pampachacra and maximum 

8.24 pH in S5 San Gerónimo) and turbidity below 5 NTU 

(minimum 0.34 NTU in S2 Antaccocha and maximum 4.98 NTU 

in S3 Pampachacra). 
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The rapid growth of telecommunication systems has increased the need for the secure 

transmission of data images in the telemedicine context, ensuring confidentiality and 

reliability. Chaotic image cryptography, known for its ergodicity and sensitivity to initial 

conditions, is a robust solution against attacks on medical data in unsecured networks. This 

paper introduces a chaotic image encryption scheme utilizing the 2D-logistic sine-coupling 

map (2D-LSCM) to enhance the reliability and security level of medical encrypted images. 

2D-LSCM has been used to generate chaotic matrices for achieving confusion and diffusion 

processes. In the confusion step, a variety of permutation operations are utilized, such as 

improved 2D zigzag transform, magic confusion, pixel confusion, and image rotation. We 

use also a pixel diffusion based on modulo arithmetic. Several simulations were carried out 

to prove the reliability and robustness of the proposed algorithm in protecting medical 

images. Additionally, we evaluate the system's performance and security, comparing it to 

other well-known chaos-based encryption schemes. The results obtained in the simulation 

demonstrated the high security of the cryptosystem, therefore our system can effectively 

secure multiple medical image formats and resist different security attacks. 

Keywords: 

Chaotic maps,  

Medical image encryption,  

Magic diffusion,  

2D-LSCM , 

Data security. 
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I. INTRODUCTION 

In the digital age, medical images, including X-rays, MRIs, 

CT scans, and ultrasounds, are crucial in diagnosis, treatment 

planning, and patient monitoring [1]. These images contain 

sensitive patient information, and their confidentiality is of 

paramount importance. The rise in cyber threats and unauthorized 

access to medical data has necessitated the development of robust 

encryption techniques to protect these images [2-4]. Traditional 

encryption techniques, such as-Advanced Encryption-Standard 

(AES) [5] and Data encryption-standard (DES) [6] are not suitable 

for encrypting image data and unable to ensure data privacy and 

security [7] due to the images’ dimensions, high redundancy and 

pixel correlation [8, 9].  There have been many approaches for 

encrypting image data over the last two decades, but chaos-based 

encryption has proven to be the most successful [10-15]. 

Chaotic systems are ideal candidates for encryption due to 

their deterministic randomness, meaning they can generate 

unpredictable sequences that are highly sensitive to initial 

conditions. Small changes in the initial state of the system result in 

dramatically different outcomes. This property of chaos [16] is 

used to scramble the image data in such a way that unauthorized 

decryption becomes infeasible without the correct parameters and 

initial conditions. Currently, chaotic systems are widely used for 

encrypting medical images because of their simplicity, efficiency, 

and ability to create high-security encryption [17, 18]. Existing 

chaotic maps are generally classified into two types: one-

dimensional (1D) [19, 20] and high-dimensional (HD) [21, 22] 

maps. 

1D chaotic maps have fewer parameters and variables, 

resulting in a smaller secret key space and lower security [23]. The 

most commonly used 1D chaotic maps in image encryption is the 

logistic, sine, and tent map [24-25]. In contrast, high-dimensional 

chaotic maps feature more variables and parameters, offer a more 

complex structure, better chaotic performance, and higher 

complexity in the transformation process, which makes it more 

secure compared to 1D chaotic maps. 
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However, given their performance and implementation 

costs, 2D chaotic maps are regarded as excellent options for image 

encryption. In order to generate a chaotic matrix using initial values 

and parameters as secret keys, several 2D chaotic maps have been 

recently introduced for image encryption. For example, the 2D sine 

logistic modulation map (2D-SLMM) [26], 2D logistic-adjusted-

sine map (2D-LASM) [27], the two-dimensional Sine infinite 

collapse modulation map (2D-SIMM) [28], 2D logistic-sine-

coupling map (2D-LSCM) [29], Logistic Iterative Chaotic Map 

modulation map (2D-SLIM), and the 2D logistic-modulated-sine-

coupling-logistic map (2D-LSMCL) [30]. 

However, these chaotic maps share a common limitation: 

their chaotic trajectories are narrow, unevenly distributed, and lack 

good ergodicity, making them vulnerable to unauthorized attacks 

and image information theft. While chaotic image encryption 

schemes provide greater security than conventional methods, their 

security depends heavily on the chaotic behavior of the maps used 

and the algorithm's structure. Researchers have shown that if the 

chaotic performance is inadequate or the algorithm's structure is 

not robust, these schemes become vulnerable to security issues and 

attacks. 

Many chaos-based image encryption algorithms have 

drawbacks related to the chaotic systems used and their encryption 

structures. To overcome these limitations, this paper introduces a 

novel chaotic image encryption scheme for medical images, 

designed to enhance chaotic performance and increase the 

randomness of encrypted data, providing protection against various 

statistical attacks and cryptanalysis. This is achieved by utilizing 

the 2D-Logistic Sine-Coupling Map (2D-LSCM) in the algorithm 

to generate chaotic sequences, which are the used in confusion and 

diffusion operations. The 2D-LSCM map is a two-dimensional 

chaos map that offers a wider chaotic range, improved ergodicity, 

and greater unpredictability compared to several existing 2D maps 

[29]. The main contributions of this paper are outlined below. 

 A novel fast chaotic image encryption algorithm that uses 

the 2D-LSCM map to enhance chaotic performance and provide 

greater security for the encrypted medical image. 

 The proposed 2D-LSCM medical image encryption 

algorithm based on improved 2D zigzag confusion and two-level 

of magic confusion and pixel diffusion. 

 Security analysis tests such as key sensitivity analysis, 

differential analysis, Shannon's entropy, local Shannon's entropy 

and contrast tests are conducted to validate the proposed scheme's 

resistance to various attacks.  

 The Experimental results of these tests are compared with 

other prominent chaotic encryption schemes to highlight the 

improvements achieved by the proposed scheme. 

The remainder of the paper is structured as follows: In Section 2, 

we present a review of existing research on medical image 

encryption algorithms based on chaotic systems. The 2D-LSCM 

and its chaotic performance evolution are presented in Section 3. 

Section 4 develops a new medical image encryption scheme based 

on 2D-LSCM. The simulation results and security performance of 

our scheme and its comparisons with several other image 

encryption algorithms are presented in Section 5. Section 6 

provides the conclusion of this paper. 

 

II. RELATED WORKS 

Medical image encryption is a critical area of research, 

given the sensitive nature of medical data and the increasing 

reliance on digital imaging in healthcare. Chaotic maps are widely 

used for encryption due to their inherent properties of sensitivity to 

initial conditions, randomness, and low computational overhead. 

Currently, various technologies have been implemented in the field 

of medical image encryption. Below is an overview of the current 

state of the art with references from recent works.  

Kumar and Dua [31] developed a novel chaos-based 

medical image encryption scheme using a sine-cosine chaotic map. 

Their method involves generating a pseudorandom key and 

constructing a cipher image through a three-phase process. Its 

proposed chaotic map exhibited a wider chaotic range and more 

complex behavior compared to existing maps, enhancing 

encryption robustness.  

Yang et al. [32] introduced a medical image encryption 

scheme-based on Josephus traversing and a hyperchaotic Lorenz 

system. The algorithm employs a hyperchaotic sequence in both 

scrambling and diffusion stages, utilizing Josephus and Arnold 

maps for confusion. Experimental results indicated effective hiding 

of plaintext image information and resistance to common attack 

types. Another medical image encryption algorithm that utilizes a 

variable dimensional chaotic map was proposed by Zhang et al. in 

2023 [33]. Their method features full and semi-full encryption 

modes, utilizing a confusion-diffusion structure with image 

integrity verification to balance security and time efficiency. 

Dua et al., [34] proposed a medical image encryption 

scheme-based on an improved cosine fractional chaotic map 

combined with DNA operations. The scheme involves generating 

intermediate keys and chaotic sequences, followed by DNA 

encoding and diffusion. Security performances such as NPCR, 

UACI, and information entropy indicated the scheme's robustness. 

In the same context, Demla and Anand [35] presented an 

encryption method that integrates wavelet transform with multiple 

chaotic maps. Utilizing Lorenz and logistic maps for chaotic key 

generation, the scheme demonstrated high security, low time 

complexity, and resistance against crop attacks. Zhuang et al., [36] 

developed a medical image encryption algorithm based on a new 

five-dimensional multi-band multi-wing chaotic system and QR 

decomposition. The method utilizes QR decomposition and chaotic 

sequences for encryption, demonstrating a large key space, strong 

key sensitivity, and effective resistance to statistical analysis 

attacks.  

Koppu et al. [37] developed a fast image encryption system-

based on chaotic cryptography. Their approach utilized a hybrid 

chaotic magic transform (HCMT) to generate the encrypted image 

from a secret key. By employing the HCMT, which combines the 

Lanczos algorithm with the chaotic magic transform (CMT), they 

achieved a correlation coefficient of 0.0012. This result surpassed 

the performance of the CMT method by Hua et al. [26], which had 

a correlation coefficient of 0.042. Jain et al. [38] present a novel 

chaotic encryption scheme for medical images that combines 

Arnold’s Cat Map with 2D-LSCM, offering improved security 

level and time complexity over other existing methods. 
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Figure 1:Trajectories of three 2D chaotic maps: (a) the 2D Logistic map with 𝒓 = 𝟏. 𝟏𝟗;  

(b) the 2D-LSCM  with  = 1;  (c) the 2D-LSCM with  = 0.99. 

Source: Authors, (2025). 

 

III. CHAOTIC MAPS 

III.1 LOGISTIC MAP 

The Logistic map is a simple yet well-known chaotic system 

[39], described by the iterative equation (1) 

𝑥𝑖+1 = 𝑟(1 − 𝑥𝑖)                                                     (1) 

where 𝑥𝑖 is the state variable at the 𝑖-th iteration, 

while 𝑥𝑖 ∈ [0,1], and 𝑟 ∈ [1,4] is a parameter that controls the 

dynamic system.  

 

III.2 LOGISTIC MAP 

The Sine map is another 1D chaotic map defined as [40]  

𝑥𝑖+1 = 𝛼𝑠𝑖𝑛(𝜋𝑥𝑖)                                                  (2) 

where 𝑥𝑖 ∈ [0,1] is the state variable at the 𝑖-th iteration, 

and 𝛼 ∈ [0,1] is a parameter that controls the dynamic map. 

  

III.3 SINE MAP 

The two-dimensional logistic-sine-coupling map (2D-

LSCM) represents a significant advancement in chaotic systems, 

especially in the context of image encryption [29]. This discrete 

chaotic map is created by combining features from both the 

Logistic map and the Sine map, which enhances its chaotic 

proprieties and randomness.  

The traditional one-dimensional Logistic and Sine maps 

have certain limitations, including simplistic dynamics and low 

chaotic ranges, which can negatively impact some chaos-based 

applications [26]. However, by combining the Logistic and Sine 

maps, a new chaotic map with significantly more complex behavior 

and large chaotic range, known as the 2D-LSCM, can be created. 

This map is defined as [29]. 

 

{
𝑥𝑖+1 = 𝑠𝑖𝑛 (𝜋(4𝜃𝑥𝑖(1 − 𝑥𝑖) + (1 − 𝜃)𝑠𝑖𝑛(𝜋𝑦𝑖)))    

𝑦𝑖+1 = 𝑠𝑖𝑛 (𝜋(4𝜃𝑦𝑖(1 − 𝑦𝑖) + (1 − 𝜃)𝑠𝑖𝑛(𝜋𝑥𝑖+1)))
    (3) 

 

Where the control parameter 𝜃 is within the range of [0,1]. 
Its definition makes clear that this combination allows to 

extend the dimension from 1D to 2D. As a result, this approach 

allows for the effective integration of the complexities of the 

Logistic and Sine maps, resulting in highly intricate chaotic 

behavior. 

Figure 1 illustrates the trajectories of the 2D-logistic map 

(2D-LM) [41], 2D-sine logistic modulation map (2D-SLMM) [26], 

and the 2D-LSCM. To generate the trajectories of this three 2D 

maps, the initial conditions were set as (0.8, 0.5) and the control 

parameters are chosen as the settings that enable the corresponding 

chaotic maps to achieve their optimal chaotic performance. In 

particular, the control parameters for the 2D Logistic map, 2D-

SLMM, and 2D-LSCM are set to 1.19, 1, and 0.99, respectively. 

As shown in the figure, the phase space covered by the 2D-LSCM 

trajectory is significantly larger compared to the Logistic map and 

2D-LSCM. This demonstrates that the randomness exhibited by the 

2D-LSCM map is high, making them suitable for secure 

cryptographic applications. 

 

IV. 2D-LSCM-BASED MEDICAL IMAGE ENCRYPTION 

ALGORITHM  

In this section, we design the 2D-LSCM-based medical 

image encryption algorithm using 2D-LSCM, and its structure is 

illustrated in Figure 2. First, the plaintext image 𝑃 is the original 

image and the cipher image 𝐶 is the encrypted image. The secret 

key is used to generate initial values and control parameters for 2D-

LSCM map. In the proposed scheme, we used a 2D-LSCM map to 

generate the chaotic matrices for confusion and diffusion 

operations. The confusion and diffusion operations are used to 

randomly shuffle pixel positions, and change pixel values of the 

plaintext image, respectively. 

Zigzag confusion and magic confusion are used to achieve 

the confusion property by randomly shuffling all pixel positions. 

The image rotation operation involves rotating the image clockwise 

by 90° for a high-efficiency scrambling. The pixel diffusion 

operation is used to achieve the diffusion property by randomly 

changing all pixel values. To obtain random-like encryption results 

while avoiding the cases that 2D-LSCM may lose its chaotic 

behaviors in some parameter settings the proposed image 

encryption algorithm uses two steps of magic confusion and pixel 

diffusion operations. The decryption process simply reverses the 

encryption operations of image encryption algorithm, as shown in 

Figure 2. 

The proposed algorithm for medical image encryption is 

detailed as follows: 

 

Page 218



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 216-230, March./April., 2025. 

 

 

 
Figure 2: Block diagram of the proposed image encryption Method. 

Source: Authors, (2025). 

 

Algorithm 1: The proposed medical image encryption scheme  

Input: The secret key 𝐾 = (𝑥0, 𝑦0, 𝜃, 𝐻, 𝐺1, 𝐺2) and the original 

image 𝑃 with dimensions 𝑀 × 𝑁.  

 

1- Transform the binary sequences 𝑥0, 𝑦0, 𝛼, 𝐻 into decimal 

numbers, and 𝐺1, 𝐺2 into integers ;  

2- Obtain two groups of initial conditions (𝑥0
1, 𝑦0

1, 𝜃1)and 

(𝑥0
2, 𝑦0

2, 𝜃2);  

3- Generate two chaotic matrices 𝑆1 and 𝑆2 with the same size of 𝑃 

using 2D-LSCM with two groups of initial conditions in Step 2;  

4- Apply zigzag confusion to the plaintext image 𝑃; 

5- Apply magic confusion using the chaotic matrix 𝑆1; 

6- Apply pixel diffusion using the chaotic matrix 𝑆1;  

7- Image rotation; 

8- Apply magic confusion using the chaotic matrix 𝑆2; 

9- Apply pixel diffusion using the chaotic matrix 𝑆2;  

Output: The encrypted image 𝐶 

 

IV.1 INITIAL CONDITION GENERATION 

The secret key 𝐾 a binary sequence with a length of 256 bits 

which is used to generate the chaotic matrix. Its structure is shown 

in Figure 3. It contains information of initial values and control 

parameters of 2D-LSCM and can be divided into 6 parts: 

𝑥0, 𝑦0, 𝜃, 𝐻, 𝐺1 and 𝐺2 are initial values and 𝜃 is control parameter. 

𝐻, 𝐺1 and 𝐺2 are designed to change the initial values and 

parameters to enlarge the security key space. 𝑥0 , 𝑦0 , 𝛼, and 𝐻 are 

decimal numbers which are generated by a 52-bit string 
{𝑏0, 𝑏1, … . . , 𝑏52} using the IEEE 754 format [41],[42], as shown in 

Equation 4.  

𝑥 =
1

252
∑ 𝑏𝑖

52

𝑖=1

252−𝑖                                                  (4) 

𝐺1 and 𝐺2 are two integer coefficients generated by a 24-

bit string {𝑏0, 𝑏1, … . . , 𝑏24}.  

 

 
Figure 3: The security key structure. 

Source: Authors, (2025). 

The equation 5 defines the initial values and control 

parameters of 2D-LSCM chaotic map for generating two chaotic 

matrices, which can be effectively employed in our algorithms to 

perform confusion and diffusion operations. 

 

    {

𝑥0
(𝑖)

= (𝑥0 + 𝐺𝑖𝐻) mod 1 

𝑦0
(𝑖)

= (𝑦0 + 𝐺𝑖𝐻) mod 1 

𝜃𝑖  = (𝜃 + 𝐺𝑖𝐻) mod 0.1

                             (5) 

 

Where the phase number 𝑖 is equal to 1 or 2. In Equation 5, 

the two generated initial values will fall into the range of [0, 1], and 

the control parameter 𝜃 will be limited within [0, 1]. As a result, 

we can use the initial value (𝑥0
𝑖 , 𝑦0

𝑖 , and 𝜃𝑖) to generate a 

sufficiently long chaotic matrices, whose length equals the size of 

the original image 𝑃 using the Equation 3. 

In such a way, we make encryption key 𝐾 to generate two 

initial states and control the two pseudo-random matrices produced 

from the 2D-LSCM for pixel confusion, magic confusion, and pixel 

diffusion in each phase. Therefore, the 2D-LSCM demonstrates 

strong chaotic performance with these settings. In our medical 

image encryption algorithm, users can either manually choose a 

256-bit binary sequence or randomly generate a binary stream to 

create the security key. In our simulations and comparisons, we 

generate random 256-bit binary streams as the security keys, which 

are provided along with the encrypted results for image decryption. 

In our medical image encryption algorithm, the users have 

the flexibility of manually selecting a binary sequence with 256 bits 

or randomly generating a binary stream to produce the security key. 

In our simulations and comparisons, we randomly generate binary 

streams with a length of 256 bits as the security keys that will be 

returned along with the encrypted results for image decryption. 

 

IV.2 IMPROVED 2D ZIGZAG CONFUSION   

The 2D zigzag scan [43] was generally employed to 

scramble the pixel positions of medical images. This operation can 

effectively disrupt the high correlation between adjacent pixels. 

The process began with the first pixel of the medical image matrix, 

and subsequent pixels were traversed in a 2D zigzag pattern [44]. 

This traversal transformed the two-dimensional matrix into a one-

dimensional sequence, as illustrated in Figure 4. 

In this section, we present a new scrambling algorithm 

inspired by the zigzag transform. The concept of the improved 2D 
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zigzag confusion is detailed in algorithm 3, with a numerical 

example provided in Figure. 4. The detailed zigzag confusion 

procedure is as follows:  

For the pixel located in the 𝑖-th row and 𝑗-th column of the 

original image, its value is represented by 𝑃(𝑖, 𝑗). The 

corresponding index for this pixel is calculated as (𝑀 − 𝑗) × 𝑁 +
𝑖, denoted as 𝐼(𝑖, 𝑗). The typical zigzag transformation technique 

involves starting from one corner of the matrix array 𝐼(𝑖, 𝑗), moving 

along the diagonal to its end, scanning all elements parallel to the 

diagonal to form a one-dimensional vector, and then reconstructing 

the vector based on predetermined rules.  
 

Algorithm 3: Improved 2D zigzag confusion  

Input: the original image 𝑃 with dimensions 𝑀 × 𝑁. 

1- Apply zigzag transform to the plaintext image 𝑃, obtain two-

dimensional array 𝐼 and corresponding one-dimensional index 

array 𝐼𝑉 ; 

2- Reshape the matrix 𝑃 into a vector array  𝑃𝑉; 

3- for 𝑖 = 1 to 𝑀 × 𝑁 𝑑𝑜 

4-       𝑃1𝑉 = 𝑃𝑉(𝐼𝑉(𝑖)); 
5- end for 

6- Reshape the vector 𝑃1𝑉 into a matrix array  𝑃2 

Output: Zigzag confusion result 𝑃2. 

 

 
Figure 4: A numerical example of the improved 2D zigzag 

confusion. 

Source: Authors, (2025). 
 

IV.3 MAGIC CONFUSION  

Digital images typically exhibit high information 

redundancy due to the strong correlations between neighboring 

pixels. To disrupt these correlations, this section proposes 

employing a magic confusion method based on a chaotic matrix to 

randomly alter the positions of image pixels. 

The shuffling procedure using magic confusion based 

chaotic magic confusion can be detailed as follows [26]:  

 Step 1: the original image 𝑃 and chaotic matrix 𝑆 with the 

same size of 𝑀 × 𝑁, which is generated using the 2D-LSCM with 

the initial state; 

 Step 2: Sort each column of 𝑆 in ascending order to obtain 

the sorted matrix Ś and its corresponding index matrix 𝑂. The 

generation of the index matrix 𝑂 from a chaotic matrix 𝑆 is then 

defined as follows 

𝑂(𝑖, 𝑗) = 𝑘          𝑓𝑜𝑟   �́�(𝑖, 𝑗) = 𝑆(𝑖, 𝑗)                          (6) 

     where 𝑖, 𝑗, and 𝑘 are integers, 1 ≤  𝑖, 𝑘 ≤  𝑀 and 1 ≤
 𝑗 ≤  𝑁  

 Step 3: Set row index 𝑖 = 1;  

 Step 4: Connect the pixels in 𝑃 with positions 

{(𝑃𝑖,1, 1), (𝑃𝑖,2, 2), (𝑃𝑖,3, 3), … , (𝑃𝑖,𝑁 , 𝑁)} using the locations 

{(𝑂𝑖,1, 1), (𝑂𝑖,2, 2), (𝐼𝑖,3, 3), … , (𝐼𝑖,𝑁 , 𝑁)} into a circle;  

 Step 5:  Shift these pixels 𝑖 positions to the left;  

 Step 6: Iterate Step 3 to Step 6 up to 𝑖 = 𝑀, we can obtain 

the magic confusion result 𝑇. 

To clarify the process of magic confusion using 2D-LSCM, 

an illustrative numerical example with an image size of 4 × 4 is 

provided, as illustrated in Figure 5. 

The magic confusion procedure have the ability to modify 

the pixel positions in the original image 𝑃 based on the chaotic 

matrices 𝑆1 et 𝑆2 produced by 2D-LSCM. It randomly links pixels 

from different rows and columns into circular groups and then 

shifts their positions within these circles. 

 

IV.4 IMAGE ROTATION 

As mentioned in the previous section, the scrambling 

process only rearranges the 𝐿2 × 𝐿2 portion of the image, leaving 

the remaining pixels with strong correlations between them. To 

ensure that all the pixels in the image are shuffled during 

encryption, image rotation is introduced as another operation of 

scrambling. This is achieved by rotating the image by 90° in the 

anticlockwise direction. The rotation angle of the image does not 

significantly affect the final encryption parameter values, so the 

image can be rotated by any random angle. The primary purpose of 

rotation is to displace the image pixels from their original positions. 

In the decryption step, the scrambled image is rotated clockwise to 

reverse these changes and restore the pixels to their original 

positions. Therefore, this operation not only shifts the pixel 

positions but also changes their spatial arrangement, making it 

more difficult to reverse-engineer the image. 

 

 
Figure 5: An example of the pixel shuffling processes using 

magic confusion. 

Source: Authors, (2025). 

 

IV.5 PIXEL DIFFUSION 

An encryption algorithm with good diffusion properties can 

effectively resist chosen plaintext attacks. Diffusion property 

ensures that even a minor difference between two plaintexts, when 

encrypted with the same key, produces completely different cipher 

images. This process spreads small changes in the plain image 

across all pixels in the cipher image. It involves altering the current 

pixel based on the previous pixel and a randomly generated value. 

To perform the diffusion operation, Let the scrambling result 

matrix 𝑇 and the generated chaotic matrix S both have dimensions 

of 𝑀 × 𝑁.  Then, the pixel diffusion result is defined by the 

mathematical eq. (7) [45].
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Figure 6: Examples of medical images used to test the proposed algorithm. 

Source: Authors, (2025). 

 

𝐶𝑖,𝑗 = {

(𝑇𝑖,𝑗 + 𝑇𝑀,𝑁 + 𝑆𝑖,𝑗)   mod F,        if  𝑖 = 1, 𝑗 = 1          

(𝑇𝑖,𝑗 + 𝑇𝑀,𝑗−1 + 𝑆𝑖,𝑗) mod F,        if  𝑖 = 1, 𝑗 = 1 ~ 𝑁  

(𝑇𝑖,𝑗 + 𝑇𝑖−1,𝑗 + 𝑆𝑖,𝑗)  mod F,        if  𝑖 = 1 ~ 𝑀            

(7) 

 

where 𝐹 denotes the number of intensity levels, e.g. 𝐹 =
256 if a pixel is represented by 8 bits. 𝑆 is a chaotic matrix 

generated by 2D-LSCM with the initial state (𝑥0
𝑖  𝑦0

𝑖 , 𝜃𝑖 ) (𝑖 = 1 in 

the first phase and 𝑖 = 2 in the second phase). It has the same size 

and its elements are represented as the same data format as the 

pixels in 𝑇. In the decryption process, the inverse operation of Eq. 

(7) is defined as 

 

𝑇𝑖,𝑗 = {

(𝐶𝑖,𝑗 − 𝑇𝑀,𝑁 − 𝑆𝑖,𝑗)   mod F,     if  𝑖 = 1, 𝑗 = 1          

(𝐶𝑖,𝑗 − 𝐶𝑀,𝑗−1 − 𝑆𝑖,𝑗) mod F,    if  𝑖 = 1, 𝑗 = 1 ~ 𝑁 

(𝐶𝑖,𝑗 − 𝐶𝑖−1,𝑗 − 𝑆𝑖,𝑗)  mod F,     if  𝑖 = 1 ~ 𝑀            

 (8) 

 

V. SIMULATION RESULTS AND SECURITY ANALYSIS  

This section simulates the proposed medical image 

encryption algorithm based on 2D-LSCM map and evaluates its 

performance under the MATLAB implementation. A variety of 

medical images, including MRI, X-ray, CT, and ultrasound images, 

successfully encrypted using our algorithm. The majority of test 

medical images used in our experiments are chosen from the Open 

Access Open-I images dataset (https://openi.nlm.nih.gov). For 

simplicity, we use twelve images, displayed in Figure 6, as 

examples for our experiments and security analysis. In Figure 6, 

the images in (1)-(4) have dimensions of 256 × 256, the images in 

(5)-(8) have dimensions of 512 × 512, but the size of the last four 

images is 1024 × 1024.  

 

V.1 COMPUTATION TIME ANALYSIS 

In this section, we assess the encryption and decryption 

times of the developed image encryption algorithm and compare 

its execution times with those of four recent schemes. All the 

algorithms, including the developed one, are implemented in the 

MATLAB environment (R2021b), and the experiments are 

conducted on a computer with an Intel i5-7300U CPU @ 2.60GHz, 

8 GB of RAM, and the Windows 10 operating system. Table 1 

presents a comparison of the encryption and decryption times of 

various image encryption algorithms for different image sizes. The 

simulation results indicate that our proposed algorithm 

outperforms the others in terms of total computation time. 

Furthermore, our encryption algorithm not only offers better 

security but also executes faster than the other advanced image 

encryption schemes. 
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Table 1: Comparison of encryption and decryption times for 

different encryption algorithms. 

Test 

image 

Size of the 

image 

Computation Time (second) 

Ref. 

[26] 

Ref. 

[23] 

Ref. 

[29] 

Ref. 

[38] 
Our  

Image 

3 
256 × 256 

2.12 4.21 1.75 1.38 1.66 

Image 

5 
512 × 512 

3.97 13.73 2.71 2.30 2.23 

Image 

9 
1024×1024 

8.24 102.64 4.76 5.91 4.35 

Source: Authors, (2025). 

 

V.2 SECURITY KEY ANALYSIS 

Evaluating performance metrics is essential for assessing 

the effectiveness and security of medical image encryption 

techniques. Various key indicators are typically used to evaluate 

these algorithms, such as the key space and key sensitivity. 

However, the users are flexible to choose any other settings by 

considering the tradeoff between the security level and 

computation cost. 

 

V.2.1 SECURITY KEY SPACE  

One of the typical fundamental elements used to evaluate 

encryption algorithms is key space, which refers to the total number 

of possible keys that can be generated for an encryption algorithm. 

A substantial key space is crucial for protection against brute-force 

attacks, making it a cornerstone of effective encryption systems. 

Generally, a key space exceeding 2100 is required to ensure 

sufficient defense against such threats [46]. In theory, a larger key 

space enhances the algorithm's security. The proposed medical 

image encryption algorithm uses a security key of 256 bits, 

resulting in a key space of 2256. This key space is large enough to 

withstand brute-force attacks, given the computational power of 

current computers. 

 

V.2.2 KEY SENSITIVITY ANALYSIS 

Another important metric that is used to evaluate encryption 

algorithms is key sensitivity, which measures how responsive the 

encryption algorithm is to changes in initial conditions or keys. In 

chaotic systems, even minor variations can lead to dramatically 

different results, ensuring that each encrypted image remains 

unique and secure. This characteristic helps to undermine potential 

attacks that rely on predictability. However, the secret key should 

exhibit sensitivity during both the encryption and decryption 

processes. This means that a single-bit difference between two 

secret keys will lead to completely different cipher-images during 

encryption and result in totally different decrypted images during 

the decryption process. 

Figures 7 display the key sensitivity analysis for the 

encryption and decryption processes, respectively. K2 and K3 are 

two secret keys derived from K1 with one bit difference. As shown 

in Figure 7, when the plain-image is encrypted using K2, and K3, 

the resulting cipher-images are completely different as shown in 

Figure 7(b) and 7(c). Figure 7(e) illustrates that the cipher-image 

can only be fully reconstructed with the correct secret key, and 

even a small difference in the secret keys produces entirely 

different decrypted images, as seen in Figure 7(f) and 7(g). 

Therefore, our medical image encryption algorithm is highly 

sensitive to changes in its secret key in both the encryption and 

decryption processes. 

V.3 STATISTICAL ANALYSIS 

In this section, we evaluate the resistance of our medical 

image encryption scheme to statistical attacks by examining four 

aspects: histogram, correlation, information entropy, and local 

Shannon entropy. This section presents several experiments to 

demonstrate the reliability of our proposed algorithm. 

 

V.3.1 HISTOGRAM ANALYSIS 

Histogram analysis is used to evaluate how effectively the 

algorithm randomizes pixel values within encrypted images. An 

ideal histogram should display a uniform distribution across pixel 

intensity values, indicating successful scrambling of the image data 

while preventing any leakage of information about the original 

content. The histograms of the original images and their 

corresponding encrypted images are shown in Figure 8. The results 

clearly indicate that the encrypted images exhibit a much more 

uniform distribution compared to the original images, indicating a 

high resistance to statistical attacks. 

 

V.3.2 INFORMATION ENTROPY ANALYSIS 

The randomness of the pixels in the encrypted image is a 

crucial factor in ensuring the security of the encryption scheme. 

This randomness can be effectively measured using Local Shannon 

Entropy [47], calculated using the formula provided in Eq. (9). 
 

𝐻(𝑥) = − ∑ 𝑃𝑟(𝑥𝑖 )

2𝑛−1

𝑖=0

𝑙𝑜𝑔2𝑃𝑟(𝑥𝑖 )                                   (9) 

 

Here, 𝑃𝑟(𝑥𝑖 ) is the probability of a specific symbol 𝑥, and 

𝑛 denotes the number of bits in a pixel. 

For an encrypted image to be secure against attacks, its pixel 

distribution must be completely uniform. When the pixel 

distribution of an 𝑛-bit image is fully uniform, the entropy of the 

image equals 𝑛. In this study, as we are working with 8-bit images, 

the objective is to achieve entropy values close to 8, ensuring a 

uniform pixel distribution and maximizing security [47].  

Table 2. shows the information entropy values of twelve 

medical images with different sizes encrypted by several image 

encryption algorithms. As shown in Table 4, our encryption 

scheme achieves a mean entropy value of 7.998884, which is closer 

to 8 compared to other schemes used in comparison, indicating 

superior performance. These result indicates that the proposed 

scheme can encrypt images into cipher-images with good 

randomness. 

 

V.3.3 LOCAL SHANNON ENTROPY 

Global Shannon entropy, discussed in the previous 

subsection as information entropy, has certain limitations such as 

inaccuracy, inconsistency, and low efficiency [47]. To address 

these issues, the local Shannon entropy (LSE) has been introduced, 

which can provide a precise characterization of the randomness in 

image pixels. For a data image 𝐼, we divide the image 𝐼 into 𝑘 non-

overlapping sub-image blocks 𝑆1, 𝑆2, … , 𝑆𝑘, each sub-image block 

containing 𝑇𝐵 pixels. Then, the LSE is defined as:  

 

𝐻𝑘,𝑇𝐵
(𝐼) = − ∑

𝐻(𝑆𝑖)

𝑘

𝑘

𝑖=0

                                                                          (10) 

Here 𝐻(𝑆𝑖) represents the Shannon entropy of image block 

𝑆𝑖. 
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Figure 7: Key sensitivity analysis. (a) Plaintext image 𝑷; (b) ciphertext image 𝑪𝟏, (c) ciphertext image 𝑪𝟐; (d) difference of ciphertext 

images: |𝑪𝟏 − 𝑪𝟐|; (e) decrypted image 𝑫𝟏, (f) decrypted image 𝑫𝟐, (g) decrypted image 𝑫𝟑 and (h) difference of decrypted images: 

|𝑫𝟐 − 𝑫𝟑|. 
Source: Authors, (2025). 

 

In our experiment, we certain medical images from the 

OPEN-I image dataset for simulation to validate the robustness of 

our scheme. To enable comparisons with other encryption 

algorithms and following the recommendation in [47], we set the 

parameters 𝑘 = 30, and 𝑇𝐵 = 1936 with a significance level of 

𝛼 = 0.05 [48-50]. Under these settings, the ideal LSE value is 

7.902469317, and LSE test is considered successful if the score for 

a ciphered image falls between 7.901901305 and 7.903037329 

[47].  

Table 3 presents the LSE results, showing that the pass rate 

of our algorithm is 12/12, which is notably higher compared to 8/12 

[26], 7/12 [23], and 8/12 [29], and 10/12 [38]. Additionally, the 

average LSE value for ciphered images generated by our algorithm 

is 7.902467, with a standard deviation of 0.000349. These results 

indicate that the average LSE value from our proposed scheme is 

very close to the theoretical value of 7.902469317, with the 

smallest standard deviation among the compared methods. 

Therefore, our scheme demonstrates superior security. This means 

that the encrypted images by our scheme have better random 

distributions. This suggests increased unpredictability in pixel 

values, enhancing security against statistical attacks. 
 

V.3.4 PIXEL CORRELATION ANALYSIS 

Correlation reflects the linear relationship between two 

random variables and is used to measure the relationship between 

adjacent pixels in image processing. In plain-images, the pixels 

tend to have a high correlation with their neighboring pixels in all 

direction. Therefore, it is important to ensure that the correlation 

between adjacent pixels is low enough to prevent recognition in 

horizontal, vertical, or diagonal directions. Therefore, the image 

encryption algorithm aims at breaking these pixel correlations in 

the original images and transforming them into noise-like 

encrypted images with little or no correlations. Generally, having a 

correlation coefficient close to 0 is one of the important 

performance indicators of an excellent encryption scheme. The 

values of the correlation coefficient can be calculated by  

𝐶𝑥𝑦 =
𝑐𝑜𝑣(𝑥, 𝑦)

√𝐷(𝑥) × √𝐷(𝑦)
                                      (11) 

where 

𝑐𝑜𝑣(𝑥, 𝑦) =
1

𝑁
∑(𝑥𝑖 − 𝐸(𝑥))(𝑦𝑖 − 𝐸(𝑦))

𝑁

𝑖=0

             (12) 

and 

𝐷(𝑥) =
1

𝑁
∑(𝑥𝑖 − 𝐸(𝑥))

2
𝑁

𝑖=0

   ,      𝐸(𝑥) =
1

𝑁
∑ 𝑥𝑖

𝑁

𝑖=0

         (13) 

where 𝑥𝑖 and 𝑦𝑖  present the adjacent pixels, 𝐷(. ) is variance 

of corresponding pixels, 𝐸[. ] is the expectation value. If two 

sequences 𝑥 and 𝑦 have high correlations, their correlation value is 

close to 1. Otherwise, it is close to 0. 

In our test, we randomly select 2000 pairs of neighbor pixels 

from original and encrypted images and we analyses correlation 

from adjacent pixels along with the horizontal, vertical and 

diagonal directions. Figure 9 plots the distributions of the pixel 

sequence pairs, X and Y of the original image and its encrypted 

version generated by the proposed algorithm. As shown in Figure 

9, the horizontal axis represents the concentration of randomly 

selected pixels, while the vertical axis shows the intensity of their 

corresponding neighboring pixels. In the original image, the 

neighboring pixel pairs are distributed or near the diagonal line, 

indicating that the pixels are similar or nearly identical, reflecting 

a strong correlation between adjacent pixels. In contrast, the 

neighboring pixel pairs of the encrypted image are distributed 

randomly across the entire data range, demonstrating an extremely 

low correlation in the encrypted image. 

Table 5 compares correlations of the original images with 

its encrypted versions generated by the proposed medical image 

encryption algorithm. The results of the original image are close to 

1 while the ciphertext image’s results are close to 0. These further 

verify that the encrypted image by the medical image encryption 

algorithm has an extremely low correlation. The results indicate 

that this can effectively eliminate the correlation between 

neighboring pixels in an input image. 
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Figure 8: Simulation result of histogram analysis of some images. (a) The original images; (b) the histogram of (a);  

(c) the encrypted images; (d) the histogram of (c); (e) the decrypted images; (f) the histogram of (e). 

Source: Authors, (2025). 
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 (a)                                            (b)                                         (c)                                          (d) 

Figure 9: Distributions of adjacent pixel sequence pairs of (a) the plain-image and its cipher-image along  

with the (b) horizontal, (c) vertical, and (d) diagonal directions, respectively. 

Source: Authors, (2025). 

 

Table 2: Comparison of information entropy values for various encrypted images. 

Test image 
Size of the 

image 

Original 

image 

Encrypted image 

Ref. [26] Ref. [23] Ref. [29] Ref. [38] Our algorithm 

Image 1 

256 × 256 

6.018538 7.997298 7.997468 7.997207 7.997504 7.997500 

Image 2 6.670125 7.997163 7.997241 7.997547 7.997385 7.997445 

Image 3 6.864571 7.997214 7.997274 7.997055 7.997355 7.997390 

Image 4 4.867913 7.997508 7.997061 7.997466 7.997128 7.997567 

Image 5 

512 × 512 

5.529474 7.999429 7.999382 7.999297 7.999220 7.999316 

Image 6 7.249175 7.999301 7.999299 7.999320 7.999284 7.999372 

Image 7 6.033099 7.999357 7.999328 7.999305 7.999392 7.999304 

Image 8 4.467764 7.999296 7.999407 7.999296 7.999300 7.999325 

Image 9 

1024 × 1024 

4.613337 7.999819 7.999796 7.999843 7.999821 7.999849 

Image 10 4.046626 7.999826 7.999820 7.999806 7.999846 7.999854 

Image 11 7.677182 7.999846 7.999824 7.999815 7.999841 7.999849 

Image 12 6.342696 7.999819 7.999815 7.999858 7.999817 7.999845 

Mean  5.86504167 7.998823 7.9988091 7.9988179 7.9988244 7.9988846 

Std  1.17006255 0.0011497 0.0011639 0.001136 0.001121 0.001064 

Source: Authors, (2025). 

 

Table 3: The LSE scores of cipher-images encrypted by different image encryption schemes. 

Test image Size of the 

image 

LSE values of encrypted images 

Ref. [26] Ref. [23] Ref. [29] Ref. [39] Our algorithm 

Image 1 

256 × 256 

7.902104 7.903087 7.902114 7.902997 7.902732 

Image 2 7.902343 7.900276 7.901377 7.902443 7.902637 

Image 3 7.901306 7.900218 7.902113 7.902936 7.902304 

Image 4 7.904267 7.900625 7.902801 7.901417 7.901921 

Image 5 

512 × 512 

7.902099 7.902357 7.905825 7.899788 7.902898 

Image 6 7.902596 7.901037 7.901908 7.902434 7.902831 

Image 7 7.902716 7.902308 7.905475 7.901833 7.902070 

Image 8 7.899989 7.901197 7.902024 7.902961 7.902322 

Image 9 

1024 × 

1024 

7.903846 7.901467 7.900868 7.902690 7.902111 

Image 10 7.902185 7.902204 7.901187 7.902942 7.902432 

Image 11 7.901439 7.903602 7.902529 7.903084 7.902351 

Image 12 7.902638 7.902749 7.903081 7.902112 7.902998 

Mean  7.902294 7.901760 7.902608 7.902303 7.902467 

Std  0.0011199 0.0011192 0.001558 0.000948 0.0003495 

Pass/All  8/12 7/12 8/12 10/12 12/12 

Source: Authors, (2025). 
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Table 4: Correlation coefficients for various encrypted images. 

Test image 
Size of the 

image 

Original image Encrypted image 

Horizontal Vertical Diagonal Horizontal Vertical Diagonal 

Image 1 

256 × 256 

0.979429 0.978050 0.961882 -0.022281 0.015536 0.035114 

Image 2 0.980633 0.974735 0.957295 0.000035 0.007166 -0.037567 

Image 3 0.885755 0.953481 0.853835 -0.003321 0.004171 -0.003195 

Image 4 0.971358 0.966191 0.934692 -0.000554 0.000274 0.005378 

Image 5 

512 × 512 

0.986619 0.985892 0.973654 -0.009633 0.001169 -0.001427 

Image 6 0.987208 0.986487 0.974914 -0.009005 0.009597 0.007787 

Image 7 0.987514 0.984080 0.970312 0.004144 0.021803 -0.001043 

Image 8 0.968627 0.948725 0.940331 0.005555 0.004621 0.007703 

Image 9 

1024 × 1024 

0.992121 0.993768 0.983130 -0.024726 0.028376 -0.009513 

Image 10 0.992848 0.996047 0.989666 0.040142 -0.012564 0.013787 

Image 11 0.998847 0.999121 0.998515 -0.001969 0.004487 -0.001418 

Image 12 0.995155 0.998722 0.994371 -0.006361 0.009663 0.004471 

Mean  0.97717617 0.98044158 0.9610498 -0.002331 0.0078583 0.0016731 

Source: Authors, (2025). 

 

Table 5: Comparison of correlation values of encrypted images for various algorithms. 

Test 

image 

Size of the 

image 
Direction 

Encrypted image 

Ref. [26] Ref. [23] Ref. [29] Ref. [38] Our algorithm 

Image 3 256 × 256 

Horizontal -0.005232 -0.021848 0.025001 -0.038534 0.000035 

Vertical 0.003435 -0.002923 -0.028009 0.005827 0.007494 

Diagonal -0.030729 0.014174 -0.001203 0.003749 -0.003195 

Image 5 512 × 512 

Horizontal -0.000637 0.028980 0.006032 -0.004001 -0.009661 

Vertical 0.011822 -0.015811 0.004157 -0.013116 -0.045108 

Diagonal -0.016458 0.013305 0.012856 0.033941 -0.008454 

Image 9 1024 × 1024 

Horizontal 0.020733 0.027330 0.021507 -0.003379 0.000213 

Vertical 0.009093 0.006693 -0.024616 0.009539 -0.000159 

Diagonal -0.031264 0.017534 -0.009884 0.036621 -0.009210 

Mean   -0.00436 0.0074927 0.000649 0.0034052 0.000276 

Source: Authors, (2025). 

 

V.4 RESISTANCE TO DIFFERENTIAL ATTACK 

The differential attacks analyze how variations in plaintexts 

influence the corresponding ciphertexts. For an image encryption 

algorithm, its resistance to such attacks can be evaluated 

quantitatively using the Number of Pixel Change Rate (NPCR) and 

the Unified Average Change Intensity (UACI) metrics. NPCR 

quantifies the number of differing pixels between two images, 

while UACI measures the intensity of pixel value differences 

between the two images. Let 𝐶1 and 𝐶2 represent two cipher-images 

encrypted from plain-images that differ by only one bit. The NPCR 

and UACI are defined as follows: 

 

NPCR =
1

𝑀 × 𝑁
 ∑  

𝑀

𝑖=0

∑ 𝐷(𝑖, 𝑗) × 100(%)                        (14)

𝑁

𝑗=0

 

 

and 

UACI =
1

𝑀 × 𝑁
 ∑  

𝑀

𝑖=1

∑  

𝑁

𝑗=1

𝐶1(𝑖, 𝑗) − 𝐶2(𝑖, 𝑗)

2𝑙 − 1
× 100(%)        (15) 

 

Here, 𝑀 and 𝑁 denote the width and height of the image, 

respectively, while 𝑙 represents the number of binary bits per pixel. 

𝐷 represents the difference between 𝐶1 and 𝐶2 , defined as 

 

𝐷(𝑖, 𝑗) = {
0,      if    𝐶1(𝑖, 𝑗) = 𝐶2(𝑖, 𝑗) 

1,      if    𝐶1(𝑖, 𝑗) ≠ 𝐶2(𝑖, 𝑗)
                         (17) 

 

The theoretical values of NPCR and UACI is recorded as 

99.6094% and 33.4635%, respectively [51].  

The NPCR and UACI test results of various medical images 

for different encryption algorithms are shown in Table 6. It can see 

from the Table 6 that our scheme achieves high performance by 

having NPCR values no less than 99.5810 % and UACI values no 

less than 33.461%. Moreover, we can see that our medical image 

encryption scheme achieves excellent NPCR and UACI results 

with a mean score of 99.6085% for NPCR and 33.5665% for 

UACI, which are close to ideal values. Thus, we can conclude that 

the proposed scheme is well resistant to differential attacks. 

 

V.5 ROBUSTNESS TO RESIST DATA LOSS AND NOISE 

ATTACKS 

When a digital image is transmitted through networks or 

stored in the physical media, it is easily contaminated by noise or 

may have the data loss. An image encryption algorithm should have 

the robustness to resist noise and the data loss. In the proposed 

algorithm, the encryption and decryption processes are 

asymmetric. In the encryption process, one pixel change in the 

plaintext image will spread over all pixels in the ciphertext image. 

However, in the decryption procedure, the change of one pixel in 

the ciphertext image can affect only a few pixels in the recovered 

result. Thus, the proposed medical image algorithm can decrypt the 

ciphertext image with noise or data loss.  

In the first experiment, we simulate a scenario where 

medical images are illegally intercepted during transmission and 

subjected to varying degrees of data loss. Specifically, we examine 

four cases where 1/16, 1/8, 1/4, and 1/2 of the encrypted medical 

image 5 are obscured. Figure 10(a) illustrates the encrypted 

medical images and its corresponding decrypted images, while 

Figures 10(b)-(d) the encrypted images with 1/16 loss, 1/8 loss, 1/4 

loss, and the corresponding restored images using the correct keys. 

Page 226



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 216-230, March./April., 2025. 

 

 

It is evident that even with minor data loss, useful information 

about the original image cannot be reconstructed from the 

decrypted output. This indicates that even if the correct key is 

compromised and an intruder intercepts most of the encrypted data, 

the details of the original image remain unrecoverable. 

In the second experiment, it is assumed a scenario where 

images are subjected to varying kinds of noises during 

transmission. Salt-and-pepper noise with a value of density equal 

0.01, Gaussian, and speckle noises with a value of variance equal 

0.01 are added to the encrypted medical image no 5. The noisy 

encrypted images are then decrypted, and the resulting outputs are 

displayed in Figures 11. It is observed that for encrypted images 

affected by noise, the decrypted output remains unrecognizable, 

even when the correct decryption key is used. 

 

 

 

Table 6: The NPCR and UACI results of various images for different encryption algorithms. 

Test image 
Ref. [26] Ref. [23] Ref. [29] Ref. [38] Proposed algorithm 

NPCR UACI NPCR UACI NPCR NPCR NPCR UACI NPCR UACI 

Image 1 99.6749 33.6001 99.5971 33.5059 99.6093 99.6093 99.5907 33.2772 99.6093 33.4908 

Image 2 99.6139 33.5385 99.6475 33.4780 99.6078 99.6078 99.6134 33.5133 99.6078 33.4949 

Image 3 99.6215 33.6963 99.6109 33.5487 99.6368 99.6368 99.6310 33.8715 99.6109 33.4151 

Image 4 99.5788 33.5234 99.6475 33.3194 99.6139 99.6139 99.5884 33.6033 99.6032 33.4612 

Image 5 99.5006 32.4290 99.6101 33.4249 99.6147 99.6147 99.6190 33.4522 99.6147 33.4802 

Image 6 99.6181 33.5518 99.6150 33.4572 99.6177 99.6177 99.6252 33.4834 99.6177 33.4744 

Image 7 99.6089 33.4472 99.6208 33.4043 99.6143 99.6143 99.5950 33.5015 99.6017 33.4655 

Image 8 99.3354 31.6879 99.5895 33.4856 99.6231 99.6231 99.6081 33.5255 99.6059 33.5032 

Image 9 99.6091 33.5007 99.6216 33.4638 99.6109 99.6109 99.5800 33.4434 99.6093 33.4654 

Image 10 99.6100 33.4661 99.6106 33.4939 99.6061 99.6061 99.6108 33.4589 99.6057 33.4757 

Image 11 99.5988 33.4693 99.6031 33.4310 99.6090 99.6090 99.6045 33.4361 99.6090 33.4676 

Image 12 99.6081 33.4562 99.6169 33.4510 99.6210 99.6210 99.5180 33.3290 99.5810 33.4838 

Mean 99.5815 33.2805 99.6158 33.4553 99.6150 33.5086 99.5986 33.4912 99.6063 33.4731 

Std 0.08694 0.59641 0.01746 0.05790 0.01293 0.06059 0.02967 0.14740 0.00914 0.02240 

Source: Authors, (2025). 

 

Table 7: Comparison of PSNR values for various schemes under 

different noise conditions 

Schemes Variance 

PSNR [dB] 

Gaussian 

noise 

Salt and 

pepper 

noise 

Speckle 

noise 

Ref. [26] 

0.001 

29.5764 54.1853 30.7218 

Ref. [29] 29.2577 29.0399 28.6587 

Our scheme 31.4438 54.1853 29.0134 

Ref. [26] 

0.005 

29.2858 40.3832 31.8049 

Ref. [29] 29.0933 29.2161 29.0665 

Our scheme 31.6086 48.1647 30.9632 

Source: Authors, (2025). 
 

Table 7 presents a comparison of PSNR values for different 

image encryption schemes under different noise conditions when 

the grayscale medical image 4 of size 512 x 512 is used as a test 

image. Despite the image after encryption being affected by 

various kinds of noise with a variance value equal to 0.001, the 

decrypted images manage to retain much of the original image 

information. Experimental results validate the efficacy of the 

encryption algorithm, demonstrating its resilience against various 

kinds of attacks while providing robust encryption. This indicates 

that our proposed scheme is effective against noise attacks. 

Therefore, our method not only demonstrates strong resistance to 

data loss and noise attacks but also exhibits robust performance 

overall. 

 

VI. CONCLUSIONS 

Telemedicine facilitates remote monitoring, diagnosis, and 

first-aid administration, offering cost-effective healthcare 

solutions, but the transmission of high-resolution medical images 

through public networks raises concerns about data security. 

Traditional encryption methods like DES and AES are insufficient 

for digital image encryption, leading to the development of chaos-

based encryption schemes as a promising alternative to secure 

image transmission and storage. This paper utilizes the 2D-LSCM 

chaotic map, derived from Sine and Logistic maps, to generate 

security keys for encryption and decryption. The 2D-LSCM is 

chosen for its wider chaotic range, better ergodicity, hyperchaotic 

properties, and superior chaotic performance compared to existing 

maps. To demonstrate the performance of 2D-LSCM in medical 

data security applications, a new fast medical image encryption 

algorithm is designed. This algorithm is essentially based on 

improved 2D zigzag confusion, magic confusion, and pixel 

diffusion. The confusion operations can rapidly shuffle adjacent 

pixels in an image in both the row and column directions, and the 

latter can achieve the diffusion property by spreading a few original 

image changes over the entire encrypted image. Simulation results 

confirm that our scheme efficiently encrypts various medical 

images into unrecognizable encrypted images with high security 

and low run time, outperforming some advanced encryption 

algorithms. Given its high efficiency and security level, future 

research will explore its application in other media data such as 

video encryption. 
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Figure 10: Robustness results to loss data attack. (a) The encrypted original image and its decrypted image;  

(b)-(d) the encrypted images with 1/16 loss, 1/8 loss, 1/4 loss, and the corresponding restored images. 

Source: Authors, (2025). 

 
Figure 11: Robustness results to noise attack. (a) The encrypted original image and its decrypted image; (b)-(d) the encrypted 

images with 1% salt and pepper, 1% Gaussian noise, 1% speckle noise, and the corresponding restored images. 

Source: Authors, (2025). 
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Interfacial dislocation networks, located at the interface between two crystals, significantly 

influence the mechanical, thermal and electrical behaviors of materials. Despite their 

importance, these phenomena have received relatively little attention in the scientific 

literature. This gap can be mainly explained by the difficulty of analyzing these complex 

systems under realistic experimental conditions, particularly using advanced techniques, 

which take into account the anisotropy of materials.  This study focuses on the simulation 

of the elastic field (stresses and displacements) of a dislocation located at the interface of 

two infinite anisotropic media. Based on previous work in anisotropic elasticity, an 

analytical formulation based on Fourier series was used to numerically solve a system of 

12 equations with 12 unknowns. The results obtained show the equistress curves for 

different crystalline systems (Al/Al, Cu/Cu and Al/Cu) considering both anisotropic and 

quasi-isotropic cases. The study highlights more pronounced stress dispersion in copper 

due to its hardness, as well as notable differences between isotropic and anisotropic cases, 

especially for heterogeneous materials such as Al/Cu. The conclusions highlight the 

importance of material heterogeneity in stress distribution and the relevance of the results 

for modeling crystal interfaces. This work offers promising perspectives for the 

optimization of materials in industrial fields such as aeronautics, electronics and renewable 

energies. It also provides a robust methodological framework for the study of complex 

crystalline materials.  
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I. INTRODUCTION 

The fundamental problem of a rectilinear dislocation in an 

anisotropic medium was solved by [1] and [2]. In [3] was the first 

to express, within the framework of anisotropic elasticity, the 

field of displacements of a rectilinear dislocation on a plane joint. 

Subsequently, [4] correct certain typographical errors in formula 

(27) of [3] and verify the validity of their expressions by 

simulating the contrast of such a dislocation. 

To solve the problem of a rectilinear dislocation at the 

interface of two anisotropic media of different nature, [5], and 

starting from an analysis different from that of [3], manage to 

obtain an equivalent analytical expression to that of [4].  

According to [6] used static Field Dislocation Mechanics 

theory to obtain clear closed-form solutions for the misorientation 

and network stress fields in the broad framework of 

heterogeneous anisotropic elasticity. 

For a nanometric three-layer material, in [7] assessed the 

effects of elastic fields at the crystalline interface level when 

bidirectional networks of unidirectional dislocations were present. 

In [8] used a numerical method similar to that of Wagoner 

to calculate the equilibrium positions and stress fields of 

dislocation stacks in an anisotropic heterogeneous medium. 

Under uniaxial pressure [9] investigated the stress 

condition at a grain boundary perpendicular to a maximum 

incompatibility stress in an infinitely stretched elastic bicrystal. 
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The purpose of this article is to simulate the elastic field 

(stress and displacement) in the scenario of anisotropic elasticity 

for a dislocation situated at the interface of two infinite media, in 

accordance with the previously mentioned work. The analytical 

method used is a Fourier series formulation in which the 

analytical expressions of its coefficients have been determined 

numerically with a precision that has been verified against the 

convergence of the series. 

For this, a program has been created that allows a system 

of 12 equations with 12 unknowns to be numerically inverted. 

The equistress curves  0.30 GPa and  0.15 GPa for the infinite 

Al/Al and Cu/Cu single crystals as well as for the infinite Al/Cu 

bicrystal in the anisotropic and quasi-isotropic cases are 

presented. These systems are representative of materials of 

interest in various industrial and technological contexts, where 

interfaces play a determining role in material performance. 

Ultimately, this study makes a significant contribution to 

the modeling of the elastic properties of crystalline interfaces, 

taking into account the anisotropy of materials. It also opens the 

way to further investigations on the role of interfacial dislocations 

in other crystallographic configurations and under various 

experimental conditions. 

 

II. PROBLEM STATEMENT  

Figure 1 illustrates the geometric configuration of a 

dislocation positioned within the interface plane between two 

infinite media, denoted as (+) and (-). The dislocation, 

characterized as a corner dislocation, has a Burgers vector b = 

(1/2) <110> in aluminum (Al). For visualization purposes, the 

representation is confined to a finite thickness h. The dislocation 

core is located at x₁ = -2h/3. These two media are distinct in 

nature and exhibit elastic anisotropy. 
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ijklC  

1/g 

h1 

h 
 

Figure 1: Infinite medium +/-, with an interface unidirectional 

network of dislocations, the two media's elastic constants are 

C+
ijkl and C-

ijkl. 

Source: Authors, (2025). 

They are distinguished by the period =1/g and the 

constants C+
ijkl and C-

ijkl, respectively 

 

III. THE DISPLACEMENT AND STRESS FIELD'S 

GENERAL FORM 

III.1 DISPLACEMENT FIELD 

The deformation can be developed in Fourier series at any 

point in the two media outside of the discontinuity zones, since it 

is considered to be periodic along the Ox2 axis [10]: 
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The integration of (1) gives the displacement field: 
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With 1/g =  

Therefore the expression for the displacement field is also 

written [11]: 
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This field of displacements ku must satisfy generalized 

Hooke's law, linking stresses and deformations:  

 

,.ij ijkl k lC u                                                              (4) 

 

The state of equilibrium of the stresses in the distortion 

region is written: 
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By replacing (3) in (5), three differential equations that can 

be expressed as follows are obtained: 
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This equation's general solution is expressed as follows:  

 

   ( ) '
1 1.exp 2 . . . .

n
kk
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Where 
'

k and p  are complex constants that must be 

found using the three linear equation system that results from 

substituting (7) in (6): 
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This is written: 
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' =0 jk kA                                 (9)  

Or     2
1 1 1 2 2 1 2 2  jk j k j k j k j kA C C C .p C .p 

    
 

 

 

In the case of a rectilinear dislocation situated within a 

homogeneous medium exhibiting anisotropic elasticity, the 

system is analogous to that described by [1]. It admits for each 

p non-trivial solution '
k  if the determinant of Ajk is equal to 

zero:  
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We thus obtain a sixth degree equation in p  ( =1,....,6) In 

order to facilitate problem solving and improve numerical 

efficiency, the displacement field's final expression can be 

expressed as follows: ( 0 0
k

u  ): 
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With = 2.g 

 

III.2 STRESS FIELD  

By replacing (11) in Hooke's law, we can obtain the 

expression for the stress field. 
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The complex constants X,Y ( = 1, 3) depend on the 

boundary conditions. 

IV. BOUNDARY CONDITIONS OF THE PROBLEM  

IV.1 DISPLACEMENT CONDITIONS  

It is possible to express the displacement's linearity with 

respect to the interface using equations (10a, 10c) [11]: 
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Where the upper and bottom crystals are denoted by (+) 

and (-), respectively. 

IV.2 STRESS CONDITIONS  

The relationship imposed by the continuity of constraints 

at the interface is given by: 

 

2 22 2
1 13 3

          k k
X h X h

  

 

   
   

                  (14) 

 

At the interface, this condition represents equilibrium.  

In the limiting case of two infinite media, the complex 

constants ,  X Y 
   (=1, 3) are chosen to be zero to ensure the 

convergence of the strain field far from the interface.  

The boundary conditions result in the numerical inversion 

of a system of 12 equations with 12 real unknowns, enabling the 

calculation of both the stress field and the displacement field 

within the two crystals. 

 

V. APPLICATION 

The equistress curves presented in Figures 2-7 illustrate 

the evolution of σ22 stresses at ±0.15 GPa and ±0.30 GPa around a 

corner dislocation, for two orientations of the Burgers vector b 

(b//Ox1and b//Ox2), in Al/Al, Cu/Cu, and Al/Cu crystals. The study 

considers two scenarios: anisotropic and quasi-isotropic. These 

curves highlight the stress distribution around the dislocation at 

the interface of two infinite media. Many studies based on the 

isotropic elasticity approximation have studied this model, 

including those of [12],[13]. In each scenario, the core of the 

dislocation is positioned at x1=-2h/3. 

 

 
Figure 2: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Al/Al , Cij anisotropics, (a)  b//Ox1 ,  (b) b//Ox2. 

Source: Authors, (2025). 
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Figure 3: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Cu/Cu , Cij anisotropics, (c)  b//Ox1 ,  (d) b//Ox2. 

Source: Authors, (2025). 

 

 
Figure 4: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Al/Cu , Cij anisotropics,  (e)  b//Ox1 ,  (f) b//Ox2. 

Source: Authors, (2025). 

 

 
Figure 5: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Al/Al , Cij quasi-isotropics, (a)  b//Ox1 ,  (b) b//Ox2. 

Source: Authors, (2025). 

Table 1 presents the crystal parameters, elastic moduli, and 

isotropic and anisotropic elastic constants for Al and Cu utilized 

in our computations [14]. The values of the constants for 

aluminum and copper show that these materials differ not only in 

their isotropic properties (with lower C11, C12, and C44 constants 

for Al) but also in their anisotropic versions, where the constants 

are adjusted to account for the directionality of the mechanical 

properties. 

 
Figure 6: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Cu/Cu , Cij quasi-isotropics,  (c)  b//Ox1 ,  (d) b//Ox2 

Source: Authors, (2025). 

 

 
Figure 7: Normal equistresses curves 22 =  0.15 GPa and  0.3 

GPa for a dislocation placed at the interface of an infinite medium 

Al/Cu , Cij quasi-isotropics,  (e)  b//Ox1 ,  (f) b//Ox2. 

Source: Authors, (2025). 

 

Table 1: Crystal parameters, elastic moduli, elastic constants for 

Al and Cu. 

Isotropic elastic  constants 

Parameters Al Cu 

a (nm) 0.405 0.405 

 (GPa) 26.50 46.32 

 0.347 0.360 

C11 (GPa) 113.1 211.748 

C12 (GPa) 60.10 119.1 

C44 (GPa) 26.50 46.32 

 

Anisotropic elastic  constants 

C11 (GPa) 108.2 168.4 

C12 (GPa) 61.30 121.4 

C44 (GPa) 28.50 75.4 

Source: [15]. 
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To validate our approach, we conducted convergence tests 

to ensure the reliability of our program, particularly its ability to 

function in a quasi-isotropic regime. By replacing the anisotropic 

elastic constants Cij with their quasi-isotropic counterparts, we 

obtained results for roots close to the purely imaginary number iG 

that are consistent with those reported in isotropic elasticity by 

[12],[13]. 

The conventional elasticity formulas are used to get the 

isotropic elastic constants [15]. 

11 12 44

2
2  ;    ;     and  

1 2
C C C


    


    

           

(15) 

Where v is Poisson's ratio and λ and µ are the Lamé coefficients. 

In the quasi-isotropic case, the constants C₁₁ and C₁₂ are 

set to their isotropic counterparts derived from equation (15), 

while C₄₄ is defined as (µ – µ/1000). 

 

VI. CONCLUSIONS 

This work investigates the behavior of a dislocation at the 

interface of two elastically anisotropic infinite media. It describes 

the geometric configuration in which a dislocation, with Burgers 

vector b = 1/2⟨110⟩ in aluminum (Al), is positioned at the 

interface between two media denoted by (+) and (-). The study 

focuses on the displacement and stress fields associated with this 

dislocation, which are modulated by the elastic properties of the 

materials involved. 

Key results show how the displacement and stress fields 

are governed by differential equations derived from generalized 

Hooke's law and equilibrium conditions. Boundary conditions at 

the interface, including displacement and stress continuity, are 

used to solve for the stress and displacement fields in both media. 

The system of equations is numerically inverted to calculate these 

fields, leading to a model for stress distribution and deformation 

near the dislocation. 

The stress curves in the anisotropic case (Figures 2-4) 

show the stress distribution in materials with directional 

properties, which differs from isotropic materials where the 

properties are uniform in all directions. Al and Cu materials are 

characterized by different elastic constants that affect the shape 

and intensity of the stresses. 

The results obtained for the quasi-isotropic case (Figures 

5-7) show that the curves are practically superimposable to those 

from the analytical expression of [15], obtained by [16] in the 

case of an infinite bicrystal. Moreover, the results obtained in the 

quasi-isotropic case closely match those of the isotropic examples 

derived by [17] using the analytical formulations of [18]. This 

agreement is particularly notable for aluminum, whose 

characteristics are close to isotropy. This similarity confirms the 

reliability of our program in anisotropic elasticity. For this same 

crystal, the differences between the anisotropic and isotropic 

cases remain negligible. 

Regarding the effect of anisotropy, copper exhibits a 

greater stress dispersion, which can be attributed to its higher 

hardness compared to aluminum. This characteristic results in 

steeper stress gradients near the dislocation interface. In contrast, 

aluminum, being more isotropic, exhibits less complex and more 

regular stress curves, with limited differences between the 

anisotropic and isotropic cases. 

The study of equistress curves shows the impact of the 

interface between the materials, in particular for the Al/Cu 

bicrystal, where the stress lobes are located between those of the 

two homogeneous crystals (Al/Al and Cu/Cu). The stress 

transition between the two materials is influenced by the 

heterogeneity of the materials and the specific anisotropic 

properties of each phase. 

This modeling is useful to understand and predict the 

behaviors of heterogeneous materials, such as alloys or interfaces 

in electronic devices, where anisotropic elastic properties play a 

key role in the mechanical and thermal performance of the 

materials. 

 

VII. AUTHOR’S CONTRIBUTION 

Conceptualization: Allaoua Kherraf, Rachid Benbouta and 

Mourad Brioua. 

Methodology: Rachid Benbouta and Mourad Brioua. 

Investigation: Allaoua Kherraf and Mourad Brioua. 

Discussion of results: Allaoua Kherraf, Rachid Benbouta and 

Mourad Brioua. 

Writing – Original Draft: Rachid Benbouta. 

Writing – Review and Editing: Allaoua Kherraf, Rachid 

Benbouta and Mourad Brioua. 

Resources: Allaoua Kherraf, Rachid Benbouta. 

Supervision: Rachid Benbouta. 

Approval of the final text: Allaoua Kherraf, Rachid Benbouta 

and Mourad Brioua. 

 

VIII. REFERENCES 

[1] J. D. Eshelby, W.T. Read and W. Shockley, “Anisotropic elasticity with 

applications to dislocation theory,” Acta Materialia, vol. 1, pp. 251-259, 1953, doi: 

10.1016/0001-6160 (53)90099-6. 

 
[2] A. N. Stroh, “Steady State Problems in Anisotropic Elasticity,” Journal of 

Mathematics and Physics, vol. 41, pp. 77-103, 1962, doi: 

10.1002/sapm196241177. 
 

 [3] M. O. Tucker, “Plane boundaries and straight dislocations in elastically 

anisotropic materials,” Philosophical Magazine, vol. 19, no.162, pp. 1141-1159, 
1969, doi: 10.1007/978-3-662-30257-6_34. 

 

[4] P. Humble and C. T. Forwood, “Identification of grain boundary dislocations,” 
Philosophical Magazine, vol. 31, no. 5, pp. 1025-1048, 1975, doi: 10.1080/0031-

8087508226827. 

 
[5] M. Dupeux and R. Bonnet, “Stresses, displacements and energy calculations 

for interfacial dislocations in anisotropic two-phase media,” Acta Metallurgica, 

vol. 28, pp. 721– 728, 1980, doi: 10.1016/00016160(80)-90150-9. 
 

[6] T. Richeton and S. Berbenni, “Effects of heterogeneous elasticity coupled to 

plasticity on stresses and lattice rotations in bicrystals: a Field Dislocation 
Mechanics viewpoint,” European Journal of Mechanics A/Solids, vol. 37, pp. 231-

247, 2013, doi: 10.1016/j.euromechsol.2012.06.010. 

 
[7] R. Makhloufi, M. Brioua, R. Benbouta, “The effect of the elastic fields caused 

by a networks of dislocations placed at interfaces of a three-layer material 

Cu/Cu/(001) Fe in the case of anisotropic elasticity,” Arabian Journal for Science 
and Engineering, vol. 41, no. 5, pp. 1955-1960, 2016, doi: 10.1007/s13369-016-

2054-1. 

 
[8] X. Chen, T. Richeton, C. Motz and S. Berbenni, “Elastic fields due to 

dislocations in anisotropic bi-and tri-materials: applications to discrete dislocation 

pile-ups at grain boundaries,” International Journal of Solids and Structures, 
Elsevier, vol. 164, pp.141-156, 2019, doi: 10.1016/j.ijsolstr.2019.01.020. 

 

[9] K. Liu and M. H. F. Sluiter, “Stresses at grain boundaries: The maximum 
incompatibility stress in an infinitely extended elastic bicrystal under uniaxial 

loading,” Scripta Materialia, vol. 234, pp. 1-5, 2023, doi: 

10.1016/j.scriptamat.2023.115570. 
 

[10] R. Bonnet, “Elasticity theory of a thin bicrystal distorted by an interfacial 

dislocation array parallel to the free surfaces,” Philosophical Magazine A, vol. 51, 
no.1, pp. 51-58, 1985, doi:10.1080/01418618508245268. 

 

Page 230

https://doi.org/10.1016/0001-6160(53)90099-6
https://doi.org/10.1016/0001-6160(53)90099-6
https://onlinelibrary.wiley.com/journal/14679590a
https://onlinelibrary.wiley.com/journal/14679590a
https://doi.org/10.1002/sapm196241177
https://doi.org/10.1002/sapm196241177
https://philpapers.org/s/M.%20O.%20Tucker
https://philpapers.org/rec/TUCPBA
https://philpapers.org/rec/TUCPBA
https://doi.org/10.1007/978-3-662-30257-6_34


 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 226-231, March./April., 2025. 

 

 

[11] R. Bonnet and J. L. Verger-Gaugry, “Couche épitaxique mince sur un substrat 
semi-infini: rôle du désaccord paramétrique et de l‘épaisseur sur les distortions 

élastiques,” Philosophical Magazine A, Vol. 66, no. 5, pp. 849-871, 1992, doi: 

10.1080/01418619208201594. 
 

[12] R. Bonnet, “Une lame mince biphasée déformée par une dislocation 

interfaciale,” C.R. Acad. Sci. Paris, t.318, serie II, pp. 289-295, 1994. 
 

[13] R. Bonnet and R. Zenati, “Une dislocation interfaciale dans un matériau tri-

couche,” C.R. Acad. Sci. Paris, t.318, serie II, pp. 31-36, 1994. 
 

[15] N. Fribourg-Blanc, M. Dupeux, G. Guenin and R. Bonnet, “Détermination 

par extensométrie et mesures ultrasonores des six constantes elastiques du cristal 
Al2Cu(π). Duscussion de l'anisotropie,” Journal of Applied Crystallography, vol. 

12, 151-155, 1979, doi: 10.1107/S0021889879012103. 

 
[14] J. P. Hirht and J. Lothe, “Theory of dislocations,” 2nd. Ed., Wiley. New 

York, 1982, pp. 837. 

   
[16] R. Benbouta, Ph.D Thesis, University of Batna, Algeria, 2006. 

 

[17] R. Bonnet, “Misfit dislocations in limited inhomogeneous media: A review,” 
Interface Science, vol. 4, 169-179, 1997, doi: 10.1007/BF00240239. 

 

[18] M. S. Lee, J. Dundurs, “Edge dislocation in a surface layer,” International 
Journal of Engineering Science, vol. 11, 87-94, 1973, doi: 10.1016/0020-

7225(73)90071-2 

 

Page 231



Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v.11 n.52, p. 232-242. March./April., 2025. 

DOI: https://doi.org/10.5935/jetia. v11i52.1637 
 

 

RESEARCH ARTICLE                                                                                                                                        OPEN ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  

ENHANCING INCENTIVE SCHEMES IN EDGE COMPUTING THROUGH 

HIERARCHICAL REINFORCEMENT LEARNING 

Gowtham R1, Vatsala Anand2, Yadati Vijaya Suresh3, Kasetty Lakshmi Narasimha4 

R. Anil Kumar5,V.Saraswathi6 

1Computing and Information Technology, REVA University, Bangalore, Karnataka, India. 
2Chitkara University Institute of Engineering and Technology, Chitkara University, Rajpura, Punjab, India. 

3Rajeev Gandhi Memorial College of Engineering and Technology, Nandyal-518501, Andhra Pradesh, India. 
4SVR Engineering College, Nandyal, AndhraPradesh, India. 

5Aditya University, Surampalem, India. 
6Rajeev Gandhi Memorial College of Engineering and Technology, Nandyal, AndhraPradesh, India 

1http://orcid.org/0009-0006-6556-1089 , 2http://orcid.org/0000-0001-6143-250X , 3http://orcid.org/0009-0005-5490-4990  
4http://orcid.org/ 0000-0003-0569-3769 , 5http://orcid.org/0000-0003-0032-2555  6http://orcid.org/0009-0007-3374-8858  

Email: gowthamramakrishna19@gmail.com, vatsala.anand@chitkara.edu.in, suri.yvs@gmail.com, 

kasetty.narsi@gmail.com, anidecs@gmail.com, saraswathiece89@gmail.com 

ARTICLE INFO  ABSTRACT 

Article History 

Received: February 13, 2025 

Revised: March 20, 2025 

Accepted: March 15, 2025 

Published: April 30, 2025 

 
 

Edge learning is a distributed approach for training machine learning models using data from 

edge devices. It preserves privacy by avoiding direct data sharing. However, existing 

systems struggle with resource inefficiency, malicious node participation and lack of long-

term sustainability. These challenges reduce performance and discourage participation in 

edge learning. This paper proposes Chiron, a robustness-aware incentive mechanism 

designed to address these issues. Chiron employs a hierarchical reinforcement learning 

(HRL) framework to optimize resource allocation and ensure fair participation. The 

framework focuses on three key components: pricing strategy, resource distribution and 

malicious node detection. Chiron integrates system-level performance and model accuracy 

into its optimization goals, ensuring a balance between efficiency and effectiveness. The 

hierarchical structure includes three layers. The top layer determines the total incentive 

budget to achieve long-term sustainability. The middle layer allocates resources to minimize 

idle time and enhance efficiency. The bottom layer identifies and excludes malicious or lazy 

nodes that negatively impact the education process. By tackle both short-term and long-term 

objectives Chiron ensures fairness and performance stability. Extensive experiments 

validate Chiron’s capabilities using real-world datasets like MNIST and CIFAR-10. Chiron 

demonstrates robust byzantine resistance and supports sustainable edge learning by 

addressing critical gaps in current approaches. This work contributes to the advancement of 

edge learning by presenting a reliable and efficient solution for real-world applications. By 

integrating security, sustainability and performance, Chiron enables edge learning to be both 

practical and impactful in various domains. 

Keywords: 

Machine learning  

Hierarchical reinforcement  

Edge computing  

Server utility  

Greedy algorithm. 
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I. INTRODUCTION 

It A new paradigm of machine learning called edge learning 

updates a global model across a set of data sources in a 

collaborative manner, where the data sources do not share their raw 

data [1]. This paradigm of data management solves two primary 

difficulties of ordinary machine learning with local data, namely 

the protection of data, as well as the excessive communication 

cost. This is done by having the training done on-device and only 

sharing model updates. Edge learning of this nature enables us to 

build quite intelligent systems, especially in privacy-sensitive 

areas. Important challenges coming up with edge learning! On the 

one hand, due to resource constraints in edge devices such as 

computational power, energy and bandwidth, it may be inefficient. 

While, Sybil or unreliable nodes in the network, may reduce the 
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performance of the global model. These nodes may report false or 

malicious updates unintentionally due to resource exhaustion [2] 

or intentionally. The third one is that it is pretty hard to maintain 

the contribution of the edge devices in the learning process for a 

long time. (2) Without proper and strong incentive mechanisms, 

devices even do not join in the cooperation or only cost very little, 

and meaningless resources where no device can be ready to 

contribute reasonable and necessary resource, which would risk the 

success of the whole cooperative process. Drawing on these 

challenges this study introduces Chiron. Chiron operates through 

a HRL framework that guarantees equitable and optimal 

consumption of resources (for the learning process), detection and 

eviction of malicious or lethargic nodes, and the long-term 

resilience of the learning process [3]. Firmly, this introduction 

defines the programs around edge learning and calls a broad rollout 

of Chiron in a system level manner. Edge devices usually entail 

low computational capabilities and resource constraint in terms of 

energy and bandwidth. Training complex models can tax these 

resources, causing delays and inefficiencies. Moreover, the 

variability of devices in an edge network may lead to some devices 

working much faster than others. If not ruled, the rich devices will 

take over, the poor devices will be unable to come together. Edge 

learning has the same decentralized characteristic, making it 

vulnerable to attack from malicious user [4]. An adversarial node 

can purposely provide false updates to cripple the learning 

algorithm. Lazy nodes, on the other hand, may minimize their 

computational effort by submitting low-quality or randomly 

generated updates. Both behaviours can compromise the integrity 

and performance of the global model. Edge learning relies on the 

voluntary participation of devices [5]. However, active devices 

incur costs in terms of energy, computation and communication. 

Without adequate incentives, devices may choose to opt out or 

reduce their contributions, leading to a decline in the quality and 

robustness of the global model. Chiron addresses these challenges 

by integrating robustness, efficiency and sustainability into its 

design.  

It involves a three-layer HRL framework implemented in 

Chiron, which provides the required mechanisms at different levels 

of the incentive mechanism: The first layer involves the long-term 

bucketing where Chiron decides how much bucketing should be 

allocated towards the learning process in total. This budget is what 

is available to use in multiple training round to reward active 

devices. the objective is to allocate incentives in an optimal way 

to keep the system alive and functional for a long time. With the 

help of this layer, short-term needs and long-term needs are 

balanced, preventing resource depletion, thus retaining device 

engagement [6]. Layer 2 focuses on short-term optimization. It 

shares resource across participating devices in each training round. 

The goal of the allocation strategy is to reduce voids time, improve 

the efficiency of resources and balance the fairness of devices. 

This layer must assess the computational power, energy 

availability and communication bandwidth of each device. 

Through distributed balance resource allocation, it increases the 

diversity and speed of the learning process [7]. The third layer 

focuses on ensuring the reliability and integrity of the global model. 

It identifies and excludes malicious or lazy nodes that negatively 

impact the learning process. This is achieved by analysing the 

quality of updates submitted by each node. Nodes that consistently 

submit low-quality or harmful updates are penalized or excluded 

from future rounds. This layer ensures that only trustworthy nodes 

participate, enhancing the overall robustness of the system [8]. 

Chiron incorporates system performance metrics and model 

accuracy into its optimization objectives. By participating at a 

governance level, the economic structures that dictate behaviours 

can be tuned towards the wants of both the system and its future. 

But short-term efficiency cannot come at long-term sustainability 

or model performance. Chiron is modeled after Recursive 

Chaining, used to solve complex optimization problems in a 

hierarchical manner by breaking down to simple ones as sub-

problems [9]. Using these layers, we design the incentivization 

mechanism for Chiron, where each layer has its own kind of target, 

such that both short term and long-term goals can be enforced 

against each other. Chiron can also be adapted to serve many edge 

learning scenarios due to its modular design. Chiron is an 

effective system to detect malicious or lazy nodes. It also ensures 

that the accuracy and integrity of the global model are maintained 

by examining the quality of updates proposed by individual nodes. 

This property is fundamental in decentralized systems where trust 

cannot be assumed [10].  

Chiron has been empirically validated through large-scale 

experiments on real-world datasets such as MNIST and CIFAR-

10. These datasets are standard benchmarks with broad use in 

machine learning research, thus ensuring robustness of the results 

for EDGE learning systems. Chiron shows superior accuracy, 

efficiency and robustness compared to state-of-the-art methods, as 

demonstrated by experiments. Chiron is a breakthrough in edge 

learning technology. For real-world applications, it offers a 

powerful and efficient solution by tackling key challenges like 

resource constraints, malicious behaviour and sustainability. Key 

contributions of this research include: 

 A novel HRL-based framework for optimizing incentives 

in edge learning. 

 An integrated approach that balances performance, 

efficiency and security. 

 A scalable solution that can adapt to different edge 

learning scenarios and datasets. 

Chiron offers a comprehensive solution to the challenges of 

edge learning. Its hierarchical design, integration of performance 

metrics and robustness against malicious behaviour make it a 

practical and impactful tool for advancing the field. By enabling 

efficient, secure and sustainable edge learning. Chiron paves the 

way for the widespread adoption of this innovative paradigm. 

 

II. RELATED WORK 

Edge learning is a widespread paradigm for decentralized 

machine learning to collaboratively learn models while preserving 

privacy among devices. This reviewing work focuses on the 

fundamental challenges as well as existing solutions in terms of 

incentive mechanisms, resource optimization, robustness and HRL 

within the edge learning domain. Chiron serves within the context 

of these studies according to the review, emphasizing its 

innovations in robustness, efficiency and sustainability. Edge 

learning is sustained through incentive mechanisms. There has 

been a fair number of studies being done around the incentive 

mechanisms for encouraging the edge devices to make use of its 

resources. Wang et al. Edge devices are rewarded based on their 

energy consumption and contributions in the game-theoretic model 

proposed in [11]. Although good for balancing interactions with 

minimal resources spent and guests rewarded, this approach fails 

to prevent bad behaviour or encourage long-term engagement. 

According to [12] developed upon this notion by modeling 

incentive schemes in contract theory. Their approach links rewards 

with the quality of contributions, thus enhancing the model 

performance. In [13] introduced an auction-based model to 

optimize resource contributions dynamically. Their mechanism 

Page 233



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 232-242, March./April., 2025. 

 

 

prioritizes high-quality contributions but does not integrate model 

performance into its design. Chiron overcomes these limitations by 

combining model accuracy and fairness into its incentive decisions. 

In [14] proposed a federated learning framework that includes 

trust-based incentives to mitigate malicious contributions. 

However, this approach requires extensive monitoring, which 

increases overhead.  

Chiron reduces such overhead by using lightweight 

reinforcement learning to detect and exclude harmful nodes. 

Resource allocation is crucial in edge learning due to the limited 

computational, energy and bandwidth resources of edge devices. 

Various studies have addressed these constraints. According to 

[15] introduced a scheduling algorithm to minimize latency by 

optimizing resource allocation among edge devices. This approach 

showed improved efficiency but struggled with fairness across 

heterogeneous devices. For [16] proposed a decentralized resource 

optimization framework that reduces communication overhead. 

While effective, the framework does not include mechanisms to 

identify and address malicious behavior. In [17] developed a 

reinforcement learning-based solution for dynamic resource 

allocation. This method demonstrated significant improvements in 

efficiency. However, it lacked robustness mechanisms to handle 

malicious nodes or low-quality contributions. In [18] combined 

resource optimization with device reputation, ensuring fair 

allocation based on past performance. While this method improved 

fairness, it failed to incorporate dynamic adaptability, which 

Chiron achieves through its multi-layer HRL design. Chiron 

integrates resource optimization into its incentive mechanism, 

dynamically adapting to device performance and addressing 

heterogeneity across devices.  

Maintaining robustness is critical in edge learning to ensure 

the integrity of the global model. Malicious nodes can introduce 

incorrect updates, significantly degrading model performance. In 

[19] introduced byzantine-robust aggregation methods that filter 

outliers based on statistical analysis. While effective, these 

methods require significant computational resources, making them 

unsuitable for real-time edge learning.  

According to [20] proposed a reputation-based system 

where devices are scored based on their contributions over time. 

High-reputation devices are prioritized in model aggregation. This 

approach adds robustness but requires extensive data storage and 

monitoring. In [21] introduced a blockchain-based framework to 

secure model updates. While blockchain provides transparency and 

trust, its computational overhead limits scalability in resource-

constrained environments. In [22] explored federated learning with 

adaptive aggregation, where the system adjusts weights based on 

contribution quality. This approach is computationally efficient but 

does not address long-term sustainability. Chiron advances 

robustness by integrating byzantine resilience into its hierarchical 

framework. 

HRL is highly applicable for such complex optimization 

problems at the Edge learning. HRL breaks down tasks, allowing 

focused and effective solutions. According to [23] proved HRL 

works well in multi-agent systems, encouraging its deployment in 

edge learning. Their triple layer philosophy inspired Chiron’s 

three-layer design, each of which has a particular optimization 

goal. Tang et al. HRL was used in a task allocation problem for 

distributed systems by [24]. The proposed method improved 

resource utilization at the expense of malicious contributions. In 

[25] HRL with federated learning where both resource allocation 

and model aggregation were optimized. However, their approach 

did not include incentive mechanisms from the ground level, while 

Chiron does it smoothly. Within the HRL framework that extends 

to Chiron from previous work, Chiron is able to tackle long-term 

sustainability (as an aggregate of time) with real-time efficiency 

and robustness within the same framework. 

 

II.1 BACKGROUND WORK 

This section provides an overview of two key concepts Edge 

Learning and Deep Reinforcement Learning (DRL). These 

frameworks support the proposed incentive-driven, Byzantine-

resistant approach to edge learning. Edge learning addresses the 

privacy concerns inherent in distributed training scenarios by 

enabling collaborative model training without exposing raw data. 

Before introducing the decentralized scenario, we first describe the 

traditional centralized training approach for deep learning models. 

Given a deep learning model, let   denote its parameters. The 

model's loss function is defined as j jf( , x , y ) , here jx  and jy  

represent the data and label of a given sample j. For simplicity, we 

abbreviate j jf( , x , y )  as jf ( ) . The objective of training is to 

update   such that the average loss across all samples is 

minimized. Mathematically, this is expressed as: 

 

*
j

j D

1
= argmin f ( )

| D |
 



                                 (1) 

 

Here, D is the dataset. In decentralized edge learning, data is 

distributed among several edge nodes, each with its private dataset 

iD . For edge node i, the loss function over its dataset is: 
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The global loss function across all edge nodes is weighted by 

their dataset sizes and given as: 
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                           (3) 

 

Here, i {0,1}   is an indicator of whether edge node i 

participates in the training round. The goal of edge learning is to 

collaboratively train the global model by solving: 

 
* argmin F( )                                     (4) 

 

This optimization is achieved through distributed gradient 

descent. During each round, edge nodes perform   epochs of local 

training on their private datasets. The local update for edge node i 

is: 

 

i,ki,k i,k i i,k j jF ( , x , y )                   (5) 

Here,   is the learning rate and k represents the current 

training round. After local training, edge nodes send their updated 

parameters i,k
  to the central server, which aggregates them to 

form the new global model: 
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                           (6) 

 

This iterative process allows edge nodes to collaboratively 

train a global model without compromising data privacy. DRL 

combines RL with deep neural networks to optimize an agent's 

decision-making policy through interaction with an environment. 

The agent observes the current state ts  of the environment, selects 

an action ta  according to its policy t(s )  and receives a reward 

tr . This interaction evolves the environment to the next state t+1s . 

The goal of DRL is to maximize the expected cumulative reward: 

 
T

t
t t

t=0

R = r(s ,a )                             (7) 

 

Here, [0,1]   is a discount factor for future rewards. A 

well-known DRL algorithm is Proximal Policy Optimization 

(PPO), which operates within the Actor-Critic framework. This 

framework consists of two networks first is the Actor Network 

which generates actions based on the current policy and second is 

the Critic Network used to estimate the value of a state V (s) , 

representing the expected future rewards. The value function 

lV (s )  is defined as: 

 

t
l t t l

t=l

V (s ) = E r(s ,a ) s ,  
 

 
  
 ∣                       (8) 

 

Using the state value, the advantage of an action can be 

calculated as: 

 

t t t t t t+1 tA (s ,a ) = r(s ,a ) + V(s ) - V(s )                (9) 

 

PPO modifies the traditional policy gradient loss function by 

introducing a clipping factor ò to stabilize updates: 

 

 PPO t tL ( ) = E min r( )A ,clip(r( ),1 ,1 )A     ò ò        (10) 

 

Here, r( )  is the probability ratio between the new and old 

policies. DRL's ability to handle high-dimensional states and learn 

optimal policies through experience makes it a suitable choice for 

addressing complex problems like incentive-driven edge learning. 

 

II.2 SYSTEM MODEL 

The system model in this study is based on a parameter 

server architecture, incorporating multiple edge nodes. The model 

facilitates collaborative learning while it addresses computational 

and communication challenges. The architecture consists of 

Parameter Server which manages the global model and aggregates 

updates from edge nodes. Edge Nodes are used to perform local 

training using their data and contribute updates to the global model. 

The training occurs in rounds where edge nodes receive the global 

model, perform local updates and send results back to the server 

for aggregation. The next round begins only after all nodes finish 

their computations, introducing potential idle times. Each edge 

node’s computation time depends on its local data size, CPU cycles 

per bit, and frequency: 

 

i i
cmp,i,k

i,k

c d
T =




                                  (11) 

 

Here,  is the Number of local epochs, ic is the CPU cycles per 

bit, id is the Local data size and i,k is the CPU frequency in round 

k. Communication time is determined by the global model size   

and the uplink rate i,kR : 

 

com,i,k
i,k

T =
R


                                  (12) 

 

The total time for edge node i is the sum of computation and 

communication times: 

 

i,k cmp,i,k com,i,kT = T + T                               (13) 

 

The overall round time is dictated by the slowest node: 

 

round i N i,kT = max T                                 (14) 

 

Faster nodes experience idle times as: 

 

idle,i,k round i,kT = T - T                               (15) 

 

Energy consumption comprises computational and communication 

components: 

 
2

cmp,i,k i i i i,kE = c d                             (16a) 

com,i,k i com,i,kE = Tò                                  (16b) 

i,k cmp,i,k com,i,kE = E + E                            (16c) 

 

Here, i  and iò  are energy coefficients. Edge nodes are 

incentivized based on their contributions. For edge node i: 

 

i,k i,k i,k e i,ku = p - E                        (17) 

 

Here, i,kp  is the price per CPU cycle and e  reflects the 

importance of energy costs. The system aims to optimize model 

accuracy while minimizing costs. Given a budget 0 , the 

remaining budget after k rounds is: 

 
K N

k 0 i,k i,k i,k

k=1 i=1

p                          (18) 

 

The utility function of the learning process is: 

 
K

a g,K t k K

k=1

u = A( ) T                         (19) 

Here, g,KA( )  denotes model accuracy, a  and t  are 

weight parameters. 
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II. 3 PROBLEM FORMATION AND ANALYSIS 

This section elaborates on the strategies of the parameter 

server and edge nodes to optimize edge learning while ensuring 

robustness against Byzantine failures. The strategies aim to balance 

utility, computational efficiency and budget allocation under 

privacy constraints. The optimization problem is defined for both 

edge nodes and the parameter server. The key objective is to 

maximize the utility for both entities while maintaining efficiency 

in computation and communication. Each edge node i aims to 

maximize its utility i,ku  by adjusting its computational 

contribution i,k  during the k-th training round. The problem is 

formulated as: 

i,ki,k i,k

i,k i,max

i,k

OP : max u

subject to :

 

(0, ]

,

,

u 0



 




 


 

                    (21) 

 

The utility i,ku  is a function of the received bonus, 

computation energy, and communication energy is given in 

equation (17). The parameter server seeks to optimize its pricing 

strategy i,kp  to maximize utility u. The optimization problem is 

given as: 

 

i,kPS p

K N

i,k i,k i,k 0

k=1 i=1

OP : max u,

subject to :  p

 

  












     (22) 

 

Here, 0  is the total budget and i,k  indicates whether edge 

node i participates in round k. The optimal strategies for edge nodes 

and the parameter server are analysed to address both honest and 

dishonest nodes. Honest nodes participate in training only if their 

utility is positive. The optimal CPU frequency for an honest edge 

node i is determined by: 

 

i,k*
i,k

e i i i

p

2 c d


 
                                (23) 

 

Here, i , ic  and id  represent hardware coefficients and data 

size respectively. The maximum utility is: 

 
2
i,k*

i,k e i com,i,k
e i i i

p
T

4 c d
 

 
  ò              (24) 

 

Dishonest nodes include lazy and malicious nodes. Lazy 

nodes generate random updates without training, while malicious 

nodes send harmful updates. Their behaviour is modelled as: 

 
0

i,k i,k
                                     (25) 

Here,   is random noise. Their utility function is: 

 

i,k i,k i,k e i com,i,kp T    ò                  (26) 

 

The parameter server aims to minimize idle time while 

ensuring efficient training. Idle time for node i is given in equation 

(15). The pricing strategy is optimized to satisfy: 

idle,kT = 0                                    (27) 

 

The incentive mechanism ensures participation and fairness. 

Edge nodes receive bonuses proportional to their contributions, and 

malicious nodes are identified and excluded. The utility of the 

parameter server over K rounds is expressed as: 

 
K

a g,K t k K

k=1

A( ) T                         (28) 

 

Here, g,KA( )  is the model accuracy and K  is the remaining 

budget. The energy consumption of edge node i is given in (16a), 

(16b) and (16c). Time efficiency is optimized by aligning training 

times across nodes, ensuring: 

 
N

i,k

i=1
eff

round

T

r = 1
NT




                               (29) 

 

III. HIERARCHICAL REINFORCEMENT LEARNING 

DESIGN 

Write HRL is employed to optimize the incentive 

mechanism in edge learning systems, ensuring robustness and 

efficiency. This section elaborates on the three-layer HRL 

framework, agent-specific designs and its advantages over 

traditional DRL. Edge learning environments present unique 

challenges. It includes dishonest edge nodes which has lazy and 

malicious nodes degrade system performance. Privacy Concerns is 

used as server access to edge node raw data and hardware details is 

restricted. Dynamic Environments are used as training data 

distributions and resource availability shift over time. To address 

these challenges, the HRL approach decomposes complex tasks 

into three sub-tasks handled by dedicated DRL agents Price volume 

determination, Bonus distribution and Edge node selection. 

 

 
Figure 1: Edge Learning Operational Process. 

Source: Authors, (2025). 

 

The Figure 1 illustrates the architecture of the proposed 

framework for edge learning using a Hierarchical DRL Agent. It 

highlights three main components: Local Training, Model 

Aggregation and Hierarchical DRL Agent. In the Local Training 

phase, multiple edge nodes (referred to as clients) independently 

train local models using their private datasets. Each client performs 

computations locally to preserve privacy and avoid data transfer. 

After training, the clients upload their locally updated models to a 

central Parameter Server. The server manages model aggregation 

by collecting updates from all participating edge nodes and 

integrating them to update the global model. This global model is 
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then sent back to the clients through model downloading, ensuring 

continuous and iterative learning. The Parameter Server interacts 

directly with the Hierarchical DRL Agent for incentive mechanism 

optimization. The server provides real-time states and rewards to 

the DRL agent which evaluates the system's performance and sends 

back actions to guide the incentive mechanisms and edge node 

participation. The Hierarchical DRL Agent has two submodules 

Experience Storage, which records interaction history for further 

learning and Training which continuously improves the DRL 

policy based on past experiences. This design enables robust 

decision-making allowing the system to select reliable edge nodes 

and reward contributions. It also ensures efficient and fair resource 

utilization, resulting in improved global model accuracy and 

system performance. 

The HRL framework comprises three agents, first is the 

Exterior Agent (Price Volume Calculator) which determines the 

overall budget allocation, second is the Middle Agent (Price 

Partition Distributor) which allocates the budget across edge nodes 

to minimize idle time and the third is the Inner Agent (Edge Node 

Selector) which selects participating edge nodes, expelling 

malicious ones. Each agent interacts with its environment and 

learns from experience tuples (s,a, r,s ) , where s represents the 

state, a the action, r the reward and s' the subsequent state. The 

state, action, and reward functions for each agent are defined as 

follows. Exterior Agent is used as Price Volume Calculator which 

combines historical and current information. 

 
E
k k-L k-1 k-L k-1 k-L k-1 ks { , , , p ,…,p ,T ,…,T , ,k}               (30) 

 

Here,  , p , and T  denote CPU frequencies, pricing strategies, 

and training times, respectively, from the past L rounds. 

Action: Sets the total budget: 

 
E
k total,ka = {p }                              (31) 

 

Reward: Encourages long-term utility: 

 
E
k a k k-1 t k kr = (A( ) A( )) T +               (32) 

 

Here, a  and t  are weight parameters for accuracy improvement 

and training time. 

State: Takes the total budget as input: 

 
M
k total,ks = {p }                                       (33) 

 

Action: Allocates the budget proportionally among nodes: 

 
N

M
k 1,k N,k i,k

i=1

a = { , , }, where 1.                    (34) 

 

Reward: Encourages time consistency: 

 
N

M
k idle,i,k

i=1

r = - T                              (35) 

 

Here, idle,i,kT  is the idle time of edge node i. 

State: Incorporates model weights, price allocations, and remaining 

budget: 

 
I
k 1,k N,k 1,k N,k g ks = {p ,…,p , , , , , ,k}                       (36) 

 

Action: Determines the probability of node participation: 

 
I
k 1,k N,k i,ka = { , , }, [0,1]                         (37) 

 

Reward: Balances accuracy and budget consumption: 

 
N

I
k a k+1 k i,k i,k i,k

i=1

r = (A( ) A( )) p                    (38) 

 

Each agent employs Proximal Policy Optimization (PPO) 

for training. The workflow includes-Initializing policy parameters, 

collecting experience tuples (s, a, r, s') and Updating actor and critic 

networks to optimize rewards. The PPO loss functions are: 

 

 actor t tL ( ) = E min r( )A ,clip(r( ),1 ,1 )A      ò ò      (39) 

 
2

critic t t+1 tL = (r + V(s ) - V(s ))                     (40) 

 

Here, r( )  is the probability ratio and tA  the advantage. 

Advantages of HRL include Task Decomposition which Simplifies 

optimization by dividing tasks into manageable sub-tasks, 

Enhanced Exploration expands the action space across three layers 

and Robustness adapts to dynamic environments and identifies 

malicious nodes. 

 

IV. RESULTS AND DISCUSSIONS 

It This section evaluates the effectiveness of the proposed 

HRL system, Chiron. The evaluation involves comprehensive 

experiments designed to assess global model accuracy, time 

efficiency, and system utility in diverse environments. Robustness 

against dishonest edge nodes and scalability under varying system 

conditions is also analysed. The experiments utilize real-world 

datasets and models under systematically controlled settings. The 

datasets include MNIST, Fashion-MNIST and CIFAR-10. Models 

of CNNs are MNIST and Fashion-MNIST which are two 5x5 

convolutional layers followed by max pooling and CIFAR-10 of 

LeNet with three 5x5 convolutional layers followed by max 

pooling. The edge node settings are CPU cycle requirements for 

processing one bit are ic ~ U(1,2)  GHz. Communication times 

com,iT ~ U(10,20)  seconds. Implementation Framework has DRL 

agents which are implemented using the Tianshou framework with 

PPO. Actor and critic learning rates decay by 95% every 20 rounds. 

Three primary metrics are employed to assess performance, first is 

the Global Model Accuracy gA( )  which is evaluated using test 

datasets. Second is the Time Efficiency effr  which measures valid 

training time utilization: 
N

i,k

i=1
eff

round

T

r =
NT


                                 (41) 

 

Here, i,kT  is the training time of edge node i in round k. 

Third is the server utility u which combines accuracy, time 

efficiency and budget usage is given in equation (19). Chiron’s 
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performance is compared with a DRL-based baseline and a greedy 

approach. Server Utility is used as Chiron achieves higher utility 

across budgets. Chiron maintains accuracy without sacrificing 

performance for budget constraints. Chiron achieves nearly 100%-

time efficiency, minimizing idle times. Experiments with 10 to 100 

edge nodes highlight Chiron’s scalability are Utility Trends where 

Chiron’s utility remains above 25, while baselines drop 

significantly with more nodes, Time efficiency exceeds 80% 

preserving budget for additional rounds. Chiron’s performance is 

evaluated in environments with malicious and lazy nodes. 

Malicious Nodes are Chiron outperforms baselines, maintaining 

accuracy and utility even when 70% of nodes are malicious. In 

Lazy Nodes Chiron resists budget wastage from lazy nodes, 

remaining robust up to 60% laziness. Mixed Environments has 

Chiron which excels with honest, malicious and lazy nodes 

achieving the best metrics. In Budget Utilization Chiron’s 

hierarchical design prevents budget overuse, enabling sustainable 

training. Malicious Node Exclusion include the inner agent 

accurately filters harmful updates, preserving model quality. Long-

Term Optimization has adaptive pricing strategies ensure robust 

utility growth. Chiron consistently outperforms baselines in 

accuracy, utility and robustness. The results validate the efficacy of 

hierarchical reinforcement learning in addressing the challenges of 

edge learning environments. 

The Figure 2 shows the accuracy versus number of rounds 

for three methods: Chiron, DRL-Based, and Greedy. Chiron 

achieves the highest accuracy across all rounds, starting at 0.6 and 

reaching almost 0.95 at round 50. The DRL-Based method 

performs slightly lower, beginning at 0.6 and gradually improving 

to 0.85 at round 50. The Greedy method exhibits the slowest 

improvement, starting at 0.55 and reaching approximately 0.8 by 

round 50. From the graph, we see that Chiron consistently 

outperforms the other methods in accuracy throughout the training 

rounds. The difference between Chiron and the DRL-Based 

method is noticeable, especially after round 20, with a gap of about 

0.05 to 0.1. Similarly, the gap between Chiron and the Greedy 

method widens with increasing rounds, highlighting Chiron's 

superior learning capability. DRL-Based maintains a steady and 

moderate improvement, while Greedy shows the least effective 

performance. This indicates that Chiron is more efficient in 

learning and adapting compared to the other approaches. 

 

 
Figure 2: Accuracy versus number of rounds. 

Source: Authors, (2025). 

 

The Figure 3 shows the Performance under CIFAR-10 

when varying the total budgets for Server Utility vs. Total Budget 

for three methods: Chiron, DRL-Based, and Greedy. Chiron 

consistently achieves the highest server utility at every budget 

level. At a budget of 50, its utility starts at around 30, increasing 

linearly to reach nearly 70 at a budget of 300. DRL-Based is 

average, you get around an initial 25 utility that grows to 

approximately 60 for about 300 in budget. The impulse approach 

is the least efficient, achieving a utility of 20 and approximately 

55 at the highest budget. We observe that Chiron consistently 

outperforms all the other methods for all budget levels. As the 

budget is increased, the difference between Chiron and DRL-Based 

grows, resulting in a utility gap of 5 to 10 points—between 

candidate budgets that range from 0 to 60. Also, the ever-growing 

distance between Chiron and Greedy confirms Chiron's effective 

resource utilization. These two methods turned out to provide the 

slowest improvement, as we can see that the utility curve for the 

Greedy method also starts to flatten shortly after the budget has 

approached the 300 mark. The well-shown trends demonstrated are 

reflecting Chiron's better optimization strategies represented by 

DRL-Based and Greedy approaches. 

 

 
Figure 3: Performance under CIFAR-10 when varying the total 

budgets for server utility. 

Source: Authors, (2025). 

The Figure 4 illustrates the Performance under CIFAR-10 

when varying the total budgets for Global Model Accuracy vs. 

Total Budget for three methods: Chiron, DRL-Based, and Greedy. 

Chiron achieves the highest accuracy at all budget levels. It starts 

at approximately 0.7 with a budget of 50 and steadily increases to 

about 0.87 at a budget of 300. The DRL-Based method performs 

moderately. It starts at 0.7 similar to Chiron, but grows more 

slowly, reaching around 0.82 at a budget of 300. The Greedy 

method has the lowest accuracy. It starts at 0.65, then moves up 

gradually to around 0.78 with the highest budget. Times mention 

that Chiron always outperforms the others in terms of accuracy, 

thus it better utilizes the budget. Over the time period considered, 

the worst gap between Chiron and DRL-Based is around 0.05 as 

the budget increases. The same can also be said for the gap between 

Chiron and Greedy, as throughout the tests there is a consistent gap 

of 0.1 to 0.12. These trends highlight Chiron's better optimization 

as well as Chiron's ability to improve the models performance 

across all budget levels while DRL-Based gets moderate gains and 

Greedy simply can't obtain high accuracy. In budget-constrained 

environments, maximizing resource-use efficiency is essential, 

and this only supports the importance of that. 
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Figure 4: Performance under CIFAR-10 when varying the total 

budgets for Global Model Accuracy. 

Source: Authors, (2025). 

 

The Figure 5 shows Performance under CIFAR-10 when 

varying the total budgets for time efficiency versus total budget for 

three methods: Chiron, DRL-Based, and Greedy. Chiron starts at a 

time efficiency of around 0.85 for a budget of 50 and steadily 

increases to nearly 0.97 at a budget of 300. DRL-Based begins at 

approximately 0.8 and gradually rises to about 0.9 as the budget 

increases. Greedy starts at 0.75 and increases modestly to around 

0.87 by the end of the budget range. The results highlight that 

Chiron outperforms the other methods in time efficiency across all 

budget levels. The difference between Chiron and DRL-Based is 

noticeable, with a gap of approximately 0.05 to 0.07 throughout. 

Similarly, Chiron maintains a significant advantage over Greedy, 

with a time efficiency difference of about 0.1 at most budget levels. 

The Greedy method shows the slowest improvement, indicating 

less efficient use of resources to minimize idle time. These trends 

underline Chiron's ability to achieve high time efficiency, 

particularly as the budget increases, making it the most effective 

method for optimizing resource utilization. 

 

 
Figure 5: Performance under CIFAR-10 when varying the total 

budgets for Time Efficiency. 

Source: Authors, (2025). 

 

The Figure 6 shows accuracy versus percentage of 

malicious nodes for three methods: Chiron, DRL-Based, and 

Greedy. Chiron starts with an accuracy of 0.85 when there are no 

malicious nodes. Its accuracy gradually declines to approximately 

0.65 as malicious nodes increase to 70%. The DRL-Based method 

begins at an accuracy of 0.8 and decreases more sharply, reaching 

around 0.6 at 70% malicious nodes. The Greedy method 

consistently delivers the worst performance, beginning at 0.75 and 

falling to 0.5 when 70% of the nodes are malicious. This show that 

under the all conditions, Chiron achieves the highest accuracy 

indicates its strong robustness to malicious node. Chiron's resultant 

accuracy in comparison to conjectured DRL-Based model varies 

between 0.05 to 0.1 throughout the range, which indicates Chiron's 

improved resistance against adversarial malicious behaviour. It can 

be seen that the Greedy method has the steepest decline in the 

accuracy, which shows that it is vulnerable to malicious nodes. 

With increasing number of malicious nodes, Chiron's optimization 

and fault tolerance enables it to out perform Greedy as the gap 

increases. This analysis highlights that Chiron demonstrates 

proficiency in robustness to noisy environments in comparison to 

the other methods. 

 

 
Figure 6: Accuracy versus Percentage of Malicious Nodes. 

Source: Authors, (2025). 

 

The Figure 7 depicts idle time versus number of edge 

nodes for three methods: Chiron, DRL-Based, and Greedy. Chiron 

has the lowest idle time across all edge node counts. Its idle time 

starts at about 10 seconds for 10 edge nodes and increases linearly 

to approximately 30 seconds for 100 edge nodes. DRL-Based 

exhibits moderate idle time, starting at 12 seconds for 10 nodes and 

growing steadily to about 45 seconds for 100 nodes. The Greedy 

method performs the worst, starting at 15 seconds and rising 

sharply to nearly 70 seconds for 100 edge nodes. This analysis 

highlights the relative shrug-ability of Chiron with respect to idle 

time with increasing edge nodes. This gap is even bigge when 

comparing Chiron and DRL-Based, culminating in a 15 seconds 

difference at 100 edge nodes. Likewise, the difference between 

Chiron and Greedy becomes. Similar to before, we have a huge gap 

of almost 40 seconds between Chiron and Greedy at 100 nodes. 

This shows that Chiron handles idle time efficiently even at a large 

scale and is more efficient and scalable than DRL-Based 

approaches and Greedy approaches. This highlights the benefits of 

Chiron in efficiently utilizing resources and reducing latency in 

distributed edge learning systems. 
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Figure 7: Ideal time versus Number of Edge Nodes. 

Source: Authors, (2025). 

 

The Figure 8 presents the convergence of DRL agents over 

episodes for three agents: the inner agent, middle agent, and 

exterior agent. In subplot (a), the Inner Agent begins with a reward 

close to 0 in the initial episodes. The reward steadily increases to 

approximately 20 by the 50th episode, showing a smooth 

convergence pattern. Subplot (b) depicts the Middle Agent, where 

the reward starts near 0 and rises steadily, converging at around 15 

by episode 50. Subplot (c) shows the Exterior Agent, whose reward 

also starts near 0, increases steadily and converges at about 12 by 

the 50th episode. These plots demonstrate that all three agents 

successfully learn and converge within the 50 episodes. The inner 

agent achieves the highest reward, indicating it has the most 

significant impact or effectiveness in the system. The middle agent 

converges at a slightly lower reward, while the exterior agent 

achieves the lowest reward. This suggests a hierarchical 

distribution of complexity and contribution among the agents. The 

steady increase in rewards across episodes also reflects stable 

training and effective optimization strategies for all agents. 

Overall, the figure highlights that the DRL framework effectively 

enables each agent to achieve its respective learning objectives. 

 

 
Figure 8: Convergence of DRL Agents. 

Source: Authors, (2025). 

 

The Figure 9 illustrates global model accuracy versus 

percentage of malicious nodes for three methods: Chiron, DRL-

Based, and Greedy. Chiron starts at an accuracy of 0.85 when there 

are no malicious nodes and gradually decreases to approximately 

0.7 as malicious nodes increase to 70%. DRL-Based begins with 

an accuracy of 0.8 and declines steadily, reaching around 0.6 at 

70% malicious nodes. Greedy has the lowest accuracy, starting at 

0.75 and dropping sharply to approximately 0.55 by the end. The 

results highlight Chiron's superior performance in maintaining 

accuracy under increasing malicious nodes. The difference 

between Chiron and DRL-Based grows as malicious nodes 

increase, with a gap of about 0.1 at higher percentages. Similarly, 

the gap between Chiron and Greedy is even more pronounced, 

emphasizing Chiron's robustness in hostile environments. DRL-

Based shows moderate resistance, though Greedy performs poorly, 

especially as the percentage of malicious nodes grows. This 

comparison clearly demonstrates Chiron’s effectiveness in 

mitigating the impact of malicious behaviour and maintaining 

reliable model accuracy. 

 

 
Figure 9: Global model accuracy versus percentage of malicious 

nodes in malicious environment. 

Source: Authors, (2025). 

The Figure 10 shows global model accuracy versus 

percentage of lazy nodes for three methods: Chiron, DRL-Based, 

and Greedy. Chiron starts with an accuracy of 0.85 at 0% lazy 

nodes and gradually decreases to around 0.7 when lazy nodes reach 

70%. DRL-Based begins with an accuracy of approximately 0.8 

and declines steadily, reaching 0.65 at 70% lazy nodes. Greedy 

starts at 0.75 and drops more sharply, reaching 0.6 at the maximum 

percentage of lazy nodes. This figure demonstrates Chiron's 

superior robustness against lazy nodes, maintaining higher 

accuracy across all percentages. The gap between Chiron and 

DRL-Based grows as lazy nodes increase, reaching about 0.05 at 

70%. Similarly, the gap between Chiron and Greedy is even more 

significant, with a difference of approximately 0.1 at higher 

percentages. DRL-Based performs moderately but struggles more 

as the proportion of lazy nodes increases. Greedy shows the 

steepest decline, indicating its inability to handle high levels of 

laziness. These results emphasize Chiron's effectiveness in 

minimizing the impact of lazy nodes and maintaining reliable 

model accuracy in such scenarios. 
 

Page 240



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 232-242, March./April., 2025. 

 

 

 
Figure 10: Global model accuracy versus percentage of lazy 

nodes in lazy environment. 

Source: Authors, (2025). 

 

The Figure 11 shows server utility versus number of edge 

nodes for three methods: Chiron, DRL-Based, and Greedy. Chiron 

achieves the highest server utility for all edge node counts. It starts 

at around 20 for 10 edge nodes and steadily increases to 

approximately 90 for 100 edge nodes. DRL-Based has moderate 

server utility. It begins at around 18 for 10 edge nodes and grows 

to approximately 80 at 100 edge nodes. The Greedy method has the 

lowest performance, starting at around 15 for 10 edge nodes and 

reaching only about 70 for 100 edge nodes. This graph highlights 

Chiron's superior ability to maximize server utility as the number 

of edge nodes increases. The gap between Chiron and DRL-Based 

widens as more edge nodes are added, reaching a difference of 

about 10 utility units at 100 edge nodes. Similarly, the difference 

between Chiron and Greedy grows significantly, reaching nearly 

20 utility units at the same point. The Greedy method consistently 

lags behind, reflecting its inefficiency in resource allocation 

compared to the other methods. This analysis underscores Chiron's 

advantage in optimizing server utility, especially in large-scale 

distributed systems. It performs better in leveraging additional 

edge nodes, demonstrating its robustness and scalability. 
 

 
Figure 11: Server utility versus number of edge nodes 

Source: Authors, (2025). 
 

V. CONCLUSIONS 

The research addresses the crucial problem of designing an 

efficient incentive mechanism for edge learning systems, 

emphasizing three primary objectives. The first is to incorporate 

model performance metrics into the optimization process to 

guarantee high-quality outputs. The second is ensuring system 

sustainability by implementing long-term optimization strategies. 

Finally, it focuses on identifying and mitigating the effects of 

malicious and lazy edge nodes to enhance the system's robustness. 

To achieve these objectives, the paper introduces a HRL 

framework comprising three distinct layers. 

This design decomposes the complex task into three sub-

tasks: pricing determination for long-term utility maximization, 

bonus distribution for short-term optimization and edge node 

selection for excluding underperforming or malicious participants. 

This three-tiered approach ensures that the system remains 

efficient, adaptive and robust against dishonest behaviours in the 

dynamic edge learning environment proposed method 

demonstrates substantial improvements compared to state-of-the-

art mechanisms.  

Experimental evaluations on real-world datasets, like 

CIFAR-10, reveal an increase in system accuracy and total utility 

by 14.96% and 12.66%, respectively. By expelling lazy and 

malicious nodes, the system maintains higher reliability and 

performance consistency. Additionally, the framework ensures 

effective budget utilization and scalability, making it suitable for 

future network scenarios like beyond 5G (B5G). 

The researchers emphasize the importance of continuing 

exploration in areas like advanced node behaviour analysis, 

energy-aware strategies and integration into emerging network 

architectures. This secures the practical implications of the HRL-

based incentive mechanism, which balances efficiency, robustness 

and sustainability in edge learning systems. By addressing existing 

limitations, it paves the way for more reliable and effective 

distributed machine learning frameworks. 
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Crowds are essential in daily activities, performing as dynamic systems of human 

interaction. They involve numerous individuals collecting in specified locations for diverse 

activities, whether in urban environments, public events, or social interactions. In virtual 

environments, animated crowds frequently display repetitive behaviors and a deficiency in 

movement diversity, leading to unrealistic simulations. It is imperative to provide 

distinctive and diverse actions for each character, avoiding visual duplication to augment 

realism. This paper introduces a method to enhance crowd variety by ensuring distinct and 

realistic character movements. We propose providing various motion types to prevent the 

duplication of cloned characters. Our approach creates a set of animations and utilizes 

techniques to control character velocity, ensuring distinctive and convincing movements. 

Furthermore, we present collision prevention methods based on Newton's Laws, the 

conservation of momentum, and the laws of kinetic energy. Ray-casting determines 

collision velocities by considering each character's mass and velocity without external 

forces. We implement a hybrid pool object approach and occlusion culling techniques to 

optimize real-time performance, increasing FPS (framed per second) and reducing 

computational load. These experiments evaluate the efficacy of our technique under 

different conditions. The results demonstrate the method's effectiveness and flexibility in 

dynamic environments. 
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Animation variety, 

Collision prevention, 

Newton’s laws and the laws of 

momentum, 

Optimization pool object algorith 

Occlusion culling algorithm. 
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I. INTRODUCTION 

 

A virtual crowd involves individual virtual entities that 

reflect behaviours identical to those of their adjacent neighbours, 

each possessing distinct actions and properties. Animators 

categorize the crowd into numerous entities and regulate the 

crowd's collective behaviours, the groups' movements, and the 

conduct of each virtual entity. Monitoring identical characters 

performing the same behaviour makes it feasible to regulate 

crowd movement, navigate around obstacles, and facilitate 

interactions with 3D characters or virtual humans.  

Real-time crowd simulation is a technique for animating 

the movement of large groups of characters within a virtual 

environment. As the crowd moves, each character dynamically 

interacts with others based on predefined behaviours, such as 

avoiding collisions or navigating obstacles. These interactions are 

defined by algorithms that adjust character paths to maintain 

personal space, avoid obstructions, and respond to environmental 

changes. It results in an evolving, natural collective behaviour that 

unfolds in real time, allowing characters to react continuously to 

their surroundings and each other. The challenge lies in executing 

these processes instantly, ensuring fluid and realistic movement in 

virtual settings like games and simulations. 
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Our crowd animation technique produces distinct 

locomotion cycles for each character, creating diverse movements 

that enhance realism and complexity within the scene. Beyond 

movement variation, we introduce a technique to prevent 

character collisions, ensuring smooth and natural interactions 

among individuals in the crowd. Our approach is based on 

Newton's laws of motion, incorporating principles of momentum 

and kinetic energy conservation under the assumption of no 

external forces. By applying these physical principles, our method 

accurately computes the final velocities of characters after 

interactions, maintaining realistic and natural movement. 

This integration of dynamic animation and collision 

avoidance leads to a more immersive and cohesive crowd 

simulation, making character behaviour more believable in 

complex virtual environments. Motion has a significant role in 

capturing crowds' diversity since virtual characters' physical 

appearance is often limited. To address this, many researchers 

have developed animation methods. For example, one study [1] 

aims to minimize memory usage while generating and animating 

various crowd characters. 

This approach involves two main steps: first, simplifying 

and segmenting virtual character data into essential body parts; 

second, integrating installation and peeling information into a 

shared texture space for the new characters. Rigging and skinning 

data are incorporated into global textures through UV 

parameterization, allowing all created characters to share a single 

set of rigging and skinning textures for each gender or age variant 

(male, female, child). It reduces memory for efficient large-scale 

crowd simulations but may introduce artefacts, impacting 

animation quality and crowd smoothness [1].  

The study in [2] includes different approaches to improve 

crowd simulation in important areas. It utilizes a multi-domain 

planning method and uses steps instead of depending exclusively 

on the speeds and placements of the character roots. The 

animation focuses on frame-based solutions to avoid foot-sliding 

artefacts and synthesizes character movements to ensure they 

follow the provided paths. In addition, the research introduces a 

distinctive rendering method based on joint impostors, which is 

validated by the results of validation experiments. The authors in 

[3] introduces a data-driven optimization strategy for dynamically 

adjusting individual agent velocities in response to real-world 

crowd movement patterns. It improves the realism of the 

simulated pedestrian behaviours. 

The study in [4] focuses on minimizing memory usage and 

optimizing the rendering step using two complementing 

architectures. The first is a skeleton linked to octrees for each 

limb, which determines the amount of detail for geometry and 

animation. The second structure is scene tiling, which determines 

the level of detail required for geometry, animation, and character 

behaviour. A quad-tree is constructed on top of this tiling to 

improve rendering optimization, allowing geometry from many 

characters to be combined in locations away from the camera. 

Furthermore, this tiling functions as an evaluating mechanism, 

increasing the effectiveness of collision avoidance calculations.  

The method presented in [5] uses Gaussian Process 

Dynamical Models to generate probabilistic low-dimensional 

poses for motion. Sampling trajectories through Monte Carlo 

Markov Chains creates infinite motion variants, including blended 

versions, without costly non-linear interpolation in the mesh 

domain. This approach allows for the efficient generation of 

diverse and realistic motion variations, offering animation 

flexibility while maintaining computational efficiency. The ability 

to generate such diverse movements without the overhead of 

complex interpolation techniques makes it a valuable tool for 

realistic and dynamic motion synthesis in various applications. 

The output variations generated by the method in [5] remain 

relatively similar to the input movements while allowing for 

changes in poses and timings. 

 The goal is to create infinite variations for each blended 

motion using a motion parameterization approach. This approach 

provides control for customizing motion and simulations, but 

parameterizing motion capture and controlling variations can be 

complex and less effective for complex movements. 

In addition, to create a diversified heterogeneous crowd, 

[6] presents a multi-agent reinforcement learning-based method 

that incorporates a variety of input settings. This approach 

demonstrates generalized crowd navigation, allowing for the 

simulation of diverse individual behaviours within the crowd. The 

system can account for complex agent interactions by utilizing 

reinforcement learning, generating realistic and dynamic crowd 

movements. This method enhances the ability to simulate large 

crowds with varying characteristics, ensuring a more natural 

representation of human behaviour in crowded environments. 

These techniques benefit applications in gaming, virtual reality, 

and crowd management simulations, where realistic and diverse 

animations are necessary. 

The study in [7] presents a local collision avoidance 

algorithm for uncrewed surface vehicles (USVs) based on the 

International Regulations for Preventing Collisions at Sea 

(COLREGs). The algorithm is divided into three main sections: 

collision risk assessment, which evaluates the potential for 

collisions; steering occasion determination, which identifies the 

need for course adjustments; and navigation waypoint updates, 

which modify the vehicle's path to avoid obstacles. This approach 

ensures safe navigation for USVs in complex environments by 

considering real-time collision risks and applying the rules of 

maritime navigation to maintain safe distances from other vessels 

and obstacles. 

The algorithm uses the closest point of approach (CPA) 

method to evaluate collision risk within an analytically defined 

angle range, assessing potential threats from other vessels or 

obstacles. The steering occasion determination calculates a 

supplemental steering angular velocity, allowing the USV to 

adjust its course and maintain a safe distance. The navigation 

waypoint update generates temporary waypoints, ensuring 

compliance with COLREGs for safe passing and crossing 

situations. Finite state machines (FSMs) control these three 

components, coordinating the decision-making process. This 

method guarantees adherence to COLREGs, reduces collision 

risks, manages dynamic situations, and enhances USV efficiency.  

Nevertheless, incorporating COLREGs may elevate 

computational requirements, thus affecting performance. 

Moreover, environmental factors limit the algorithm's practical 

application. In contrast, [8] used a rule-based Bayesian Network 

approach to model collision issues for ships and marine 

structures. This method offers clear reasoning and high visibility, 

making it easier to understand the decision-making process while 

providing stability in the system's behaviour. 

However, it may lead to uncertain or inconsistent ship 

behaviour due to the inherent conditions required for state 

transitions. For example, conflicts can arise between the 

triggering situations for specific behaviours, which may result in 

unexpected or incorrect decisions. These conflicts can cause 

system failures or degrade the algorithm's reliability, especially 

when dealing with complex or dynamic maritime scenarios. 

Additionally, the algorithm's ability to handle intricate situations 
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is limited, which affects its overall performance in real-world 

applications. The challenge of analyzing and resolving these 

complicated scenarios means that while intuitive and 

interpretable, the rule-based approach may not always be the most 

effective solution in dynamic environments where rapid and 

flexible decision-making is required [9],[10]. As a result, 

alternative approaches or hybrid systems might be necessary to 

improve robustness and adaptability in collision avoidance 

algorithms for maritime navigation. 

The authors in [11] proposed an innovative approach for 

modelling agent movements in crowd simulations with deep 

reinforcement learning (DRL). Based on environmental 

awareness, this technique emphasizes the development of agents' 

navigation strategies, including locomotion and obstacle 

avoidance. This research substantially advances the field by 

establishing a parametric framework for developing crowd 

simulation environments, thus allowing performance evaluation 

across numerous scenarios. 

The authors of [12] present the CrowdMoGen framework 

employs a dual-phase approach for generating crowd motion 

based on text input. The Crowd Scene Planner employs a Large 

Language Model (LLM) to analyze textual descriptions and 

generate motion plans, specifying both semantic (activities) and 

spatial (trajectories) characteristics. 

The Collective Motion Generator employs a diffusion-

based model, incorporating InputMixing and Control Attention 

approaches, to synthesize character movements that realistically 

conform to intended dynamics. This method facilitates zero-shot 

motion generation, obviating the necessity for paired training 

data. Consequently, CrowdMoGen improves adaptability and 

authenticity in crowd animation. 

In this paper [13], authors proposed an approach 

incorporates Anisotropic Fields (AFs) to address the limitations of 

replicating homogenous behaviors. By capturing the uncertainty 

and variability in crowd motions, it enhances realism and 

behavioral diversity in simulations. The produced AFs are 

integrated into the crowd simulation engine, influencing agent 

decision-making processes. The method examines video data in 

real crowds to identify movement patterns and transform them 

into AFs. This approach involves capturing individual motions 

and calculating local directional preferences to create AFs that 

represent observed behaviors. 

This paper addresses a significant challenge in real-time 

crowd simulation: preventing unintended character movements in 

virtual environments and optimizing real-time performance by 

combining the pooling and culling algorithms to improve the 

efficiency and quality of interactive models. We aim to ensure 

consistent frame rates, reduce the computational load of hardware 

(CPU, GPU and memory), and ensure precise navigation for 

realistic interactions while maintaining movement within a 

reasonable range of animations. 

This approach improves visual realism and ensures a more 

convincing crowd simulation experience. We apply Newton's 

laws of motion, momentum, and kinetic energy to improve 

collision detection and avoidance. By estimating and modifying 

character movement in real-time, we can prevent collisions while 

maintaining physical realism, resulting in smoother, more realistic 

character interactions and a more realistic virtual environment. 

This approach ensures that characters move and interact in a way 

consistent with the laws of physics, contributing to an immersive 

simulation. 

 

 

II. MODELING VIRTUAL HUMAN ANIMATION 

Simulating different crowds is important for real-time 

applications such as games, animated films, and navigation 

systems. These applications benefit from added features and 

details that improve the visual quality of the virtual environment 

and its elements, thereby enhancing the overall realism and 

performance of the system. It is essential to explore how 

animation variation and collision avoidance can generate a range 

of motions by creating unique movements for each character 

model, improving FPS (frames per second) stability by reducing 

the rendering load and making the FPS calculations consistent. 

This approach allows for the production of diverse animations, 

ensuring each character moves in its distinct way. Applying 

animation diversity is crucial in creating a crowd that highlights 

each character’s individuality, contributing to a more dynamic 

and realistic crowd simulation (see Figure 1). 

 
Figure 1: Animation and collision avoidance approach in crowd 

simulation. 

Source: Authors, (2025). 

 

II.1 ANIMATION APPROACH 

We utilise an animator controller and scripting to create 

diverse and unique movements for our models. The animator 

controller efficiently manages and blends multiple animations. At 

the same time, scripting allows us to activate animations based on 

specific conditions or user interactions, giving each model its 

personality and individuality. This approach ensures that our 

models move realistically and interactively, enabling walking, 

running, jumping, turning, and idling (see Figure 2). 

We developed a collection of animated clips and 

integrated them with scripting in the animator component to 

achieve this. This setup triggers animations based on defined 

conditions or user inputs, ensuring fluid and lifelike character 

behaviours. We efficiently assign and control various movement 

patterns by constructing multiple animations with distinct 

attributes and motions. Additionally, we enhance diversity by 

seamlessly blending animations, resulting in more dynamic and 

natural motion transitions. Our animation system is enhanced by 

C# scripting, ensuring accurate animation behaviours while 

preserving clarity and flexibility. Through custom scripting 

algorithms, we introduce realistic variations in motion. A key 

aspect of this process involves dynamically generating velocity 
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values to regulate animation speed, ensuring smooth transitions 

between different movements. These velocity-based transitions 

create a seamless animation flow, enhancing realism and 

immersion. We initially position models randomly in different 

directions to ensure a varied animation cycle for different virtual 

characters. Each model is assigned a unique animation type with 

specific speed parameters and the ability to jump to a certain 

height. These techniques generate diverse locomotion cycles, 

resulting in more visually realistic crowd movement.  

 

 

Figure 2: Animation and collision avoidance approach in crowd 

simulation. Employing a variety of animation styles for different 

models, each with its own speed. 

Source: Authors, (2025). 

 

II.2 MOVEMENT PATH VISUALIZATION 

Creating a unique animation style for characters in a 

virtual world or interactive environment is crucial for defining 

their personalities and improving the fluidity of their movements. 

Blending various animations with controlled movement along 

predefined paths allows characters to be represented distinctly and 

dynamically. This method ensures that each character moves 

uniquely, engaging and consistent with their role in the virtual 

world, which adds depth and realism to the overall experience. 

We explore a strategy demonstrating how our crowd can 

distinguish its animation style. 

Algorithm: Character animation with paths 

Input:   character, movement, velocity, position list of 

points. 

Output: a path to follow. 

- Determinate the initial position of the path 

- Determinate the destination position of the path 

- Determinate the movement. 

- Determinate the velocity 

- Determinate the path 

- Following the path           

 
Figure 3:Various animations with different speeds to follow the 

path sequence. 

Source: Authors, (2025). 

It includes animating characters with diverse movements 

and controlling their speed along a specified path. In our 

environment, we set a starting point and a final destination for 

each character, guiding them through a path to reach their goal 

effectively. A key aspect of this strategy is using varied motion 

styles to reflect the characters' personalities and actions. These 

styles encompass a range of movements, including idle states, 

walking, strolling with a briefcase, performing a feminine gait, a 

unique older man's walk, walking with joy, rhythmic hip-hop 

dancing, texting while walking, and running. Each motion style 

adds depth and individuality to the characters, ensuring they are 

dynamic and realistic in different situations, ultimately enhancing 

engagement and realism within the virtual environment (see 

Figure 3). 

In addition to animation variation, controlling the 

movement speed and path traversal is another critical factor. Each 

model is defined to perform particular types of movement and can 

change how it moves along a predetermined path. The animation 

is controlled by a speed parameter ranging from 1 to 50 (m/s). 

These speed decisions are precisely selected to ensure the 

movement appears realistic and visually appealing, enhancing the 

overall sense of motion within the defined parameters. As a result, 

each character's movement feels distinct, representing their 

characteristics and activities. A character's movement speed may 

also reflect its emotional condition and give additional depth to 

the animation. We ensure that each character moves effortlessly 

and naturally by blending different animations with varying 

movement speeds. The variations in speed and animation styles 

emphasize their individuality, making their behaviours more 

noticeable.  

 

 
Figure 4: Enhancing visual animation diversity across 

various templates in an urban context. 

Source: Authors, (2025). 

 

 

-Random positions 

-Random directions 

-Different types of animations 

-Different speeds of animations 

-Different heights jump. 
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This method not only improves the visual dynamic of the 

environment but also enhances transmitting emotions and 

intentions through character movements and animations (see 

Figure 4). 

 

II.3 CROWD COLLISION DETECTION APPROACH 

We present a comprehensive description of our approach, 

which aims to improve and achieve realistic results in collision 

avoidance within crowds. Collision avoidance is a critical 

challenge in crowd simulation, as it ensures individuals within the 

environment move without unrealistic interactions. Addressing 

this issue is essential for creating an efficient crowd system. 

Many researchers have proposed various methods to implement 

collision avoidance behaviour in crowd simulations.  

The algorithm used is based on a technique called 

Raycasting, Newton's Laws, along with the principles of 

momentum and kinetic energy conservation for collision 

detection and possibly for determining visibility or field of view: 

• Raycasting Basics: It estimates the intersection between 

our models during their movements from the projection of the 

current character's position to the other character. It involves 

casting a ray (a straight line) from a specific point (often a 

character's position) in a particular direction (e.g., direction of 

movement or field of view). The ray continues until it intersects 

with an object in the scene or reaches a maximum distance.  

• Collision Detection: Raycasting is a technique used in 

character movement to detect collisions with nearby objects. 

When a character moves forward, a ray is cast in the direction of 

movement. This ray checks for obstacles within its path, such as 

objects or other characters. If the ray intersects with an object, it 

indicates a potential collision, allowing the game to respond 

appropriately by stopping the character or adjusting its 

movement. This method is efficient for real-time environments, 

enabling accurate collision detection without complex geometry 

calculations. 

• Field of View Representation: Raycasting can also assess 

what is visible from a character's perspective. By casting rays in 

several directions within a defined field of view, we can 

determine which objects or entities fall within that area and are 

visible to the character. Based on this information, we calculate 

the mass and initial speed (e.g., WalkSpeed, RunSpeed) to apply 

to the character's movement. 

• Collided characters:  The raycasting method determines 

if characters have collided after a set number of time steps. It 

calculates the distance between them, considers their masses and 

velocities, and selects the faster character. By casting rays along 

the movement path, the method checks for potential collisions. If 

a collision is detected, the model can adjust the characters' 

positions or velocities based on their masses and speeds, ensuring 

realistic interaction and response to obstacles or other characters. 

• We applied Newton's Laws, along with the principles of 

momentum and kinetic energy conservation, to model the 

dynamics of motion and calculate the final velocities and 

direction changes for each character during collisions. These 

physical laws govern the interactions between objects and are 

essential for accurately simulating realistic motion. The 

conservation of momentum ensures that the total momentum 

before and after a collision remains constant, while kinetic energy 

conservation applies to elastic collisions where no energy is lost.  

These principles apply without external forces, allowing us 

to predict the results of character collisions with high accuracy 

and realism. 

Where, 𝑝1, 𝐾1, 𝑝2, 𝐾2, 𝑝′1, 𝐾′1, 𝑝′2  and 𝐾′2  are the momentum 

and kinetic energy of character 1 and character 2 before and after 

the collision, respectively [14]. 

Table 1: Determination of the final velocity of the 

characters after the sensing collision by the raycasting technique, 

Newton's laws, the concepts of momentum and conservation of 

kinetic energy. 

Scenarios 

Various 

mass and 

velocity 

cases. 

The velocities 

at the time of 

collision. 

Final velocities 

after collision 

detection. 

Scenario1 

M >> m 

And 

VM>Vm 

𝑣′
𝑀

=  
𝑣𝑀 (𝑀 − 𝑚)

𝑀 + 𝑚
 

 

𝑣′
𝑚 =  

2𝑀 ∗ 𝑣𝑀

𝑀 + 𝑚
 

 

𝑣′
𝑀 =  𝑣𝑀 

𝑣′𝑚 = 2 𝑣𝑀 

Scenario2 

M = m 

And 

VM ≠ Vm 

𝑣′
𝑀 =  0 

𝑣′𝑚 =  𝑣𝑀 

Scenario3 

M>m 

And 

VM<Vm 

 

𝑣′
𝑀=𝑣′

𝑀 

𝑣′
𝑚=𝑣′

𝑚 

 

 

𝑣′
𝑀 =  𝑣′

𝑀 

𝑣′𝑚 =  𝑣′𝑚 

Scenario4 

M=m 

And 

VM=Vm 

𝑣′
𝑀 =  𝑣′

𝑀 

𝑣′𝑚 =  𝑣′𝑚 

Source: Authors, (2025). 

𝑝1 + 𝑝2 = 𝑝′1 + 𝑝′2 = 𝑐𝑡𝑒                      (1) 
 

                 𝐾1 + 𝐾2 = 𝐾′1 + 𝐾′2 = 𝑐𝑡𝑒                  (2) 
 

When our two characters collided at two different 

velocities, 𝑣𝑀 and 𝑣𝑚 and two different masses, 𝑀 for the heavier 

object and 𝑚 for the lesser one, along with the sum of the two 

momenta, the sum of the two kinetic energies is conserved in 

elastic collisions.  

The two conservation equations are written as follows: 

 

      𝑀𝑣𝑀
2

2
1 + 𝑚𝑣𝑚

2
2
1  = 𝑀𝑣𝑀

′2
2
1 + 𝑚𝑣𝑚 

′2
2
1           (3) 

 

𝑀𝑣𝑀 + 𝑚𝑣𝑚  = 𝑀𝑣′𝑀 + 𝑚𝑣′𝑚                (4) 
 

Where the final velocities of both objects 𝑣′𝑀, and 𝑣′𝑚  are 

given. The sums of the velocities before and after the collision for 

each object are equal when the two equations are rearranged with 

the velocities of one object on one side of Eq. (3) and Eq. (4) and 

those of the other on the opposite side, then dividing the 

rearranged Eq. (3) with the rearranged Eq. (4) [14].  

𝑣𝑀 + 𝑣′𝑀  = 𝑣𝑚 + 𝑣′𝑚                        (5) 

The ultimate velocities following the collision are 

determined by solving the set of linear Eq. (4) and Eq. (5): 

𝑣′𝑀 =
(𝑀−𝑚)𝑣𝑀+2𝑚𝑣𝑚

𝑀+𝑚
                         (6) 

𝑣′𝑚 =
(𝑚−𝑀)𝑣𝑀+2𝑀𝑣𝑀

𝑀+𝑚
                            (7) 

Depending on the values of m and M for our colliding 

characters in Eq. (4) and Eq. (5), we disregard the smallest value 

and get the final velocities  𝑣′𝑀and 𝑣′𝑚  (Table 1). We derive a 

valid method for collisions from Newton’s Laws, the laws of 
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momentum, and kinetic energy conservation. It provides a way to 

determine the final velocities after detection collision using the 

Raycasting technique without external net forces, according to 

each character’s initial masse and velocity (see Figure 5). In the 

second scenario, when the masses are equal, the final velocity of 

this character will be reduced to a small value for some seconds. 

At this time, the second character will change its direction and 

take the velocity of the first character to move. After steps of 

seconds, both of them will take their first velocity. To ensure that 

we examine all possible conditional cases that could occur 

between characters, we have added two additional cases based on 

the same previous data. In these two situations, the end velocity 

used to predict the occurrence of a collision is the same as the 

initial velocity of the two characters before the collision. 

 
Figure 5: Examples of two cases of collision 

Source: Authors, (2025). 

Perception with no collision of the first Scenario. (b) 

Final velocities are determined according to the initial different 

velocities and masses of characters by Newton’s Laws, as well as 

the concepts of momentum and kinetic energy conservation after 

detection collision by the Raycasting technique. (c) Perception 

with no collision of the second Scenario. (d) Final velocities are 

determined according to the different initial velocities and equal 

masses of characters by Newton’s Laws, as well as the concepts 

of momentum and kinetic energy conservation after detection 

collision by the Raycasting technique.  

 

Algorithm: Collision detection 

Input:   initial masse, direction, initial velocity, ray        

               range, characters, character controller, positions,    

               and orientations.  

Output:  final velocity, final direction and rotation.                                                 

                distance 

If (collision occurs) then      

- Calculate distance.    

-If   ( VM>Vm and  M > m)    then  

  ( 𝑣′
𝑀 =  𝑣𝑀  and 𝑣′𝑚 = 2 𝑣𝑀) 

 -Else if( VM>Vm and  M =m) then  

  ( 𝑣′
𝑀 =  0  and 𝑣′𝑚 =  𝑣𝑀)        

 -Else if( Vm>VM and  m>M)  then  

   ( 𝑣′
𝑚 =  𝑣𝑚  and 𝑣′𝑀 = 2 𝑣𝑚)   

 -Else if( Vm>VM and  m=M) then  

  ( 𝑣′
𝑚 =  0  and 𝑣′𝑀 = 𝑣𝑚)          

 -Else if( VM<Vm and  M>m) then  

  ( 𝑣′
𝑚 =  𝑣𝑚  and 𝑣′𝑀 = 2 𝑣𝑚)  

 -Else if( Vm<VM and  m>M) then  

  ( 𝑣′
𝑚 =  𝑣𝑚  and 𝑣′𝑀 =  𝑣𝑀)  

 -Else if( Vm=VM and  m=M) then 

   ( 𝑣′
𝑚 =  𝑣𝑚  and 𝑣′𝑀 =  𝑣𝑀)  

 -End if 

-Change direction. 

-Change rotation. 

End if 
 

III. CROWD SYSTEM RESULTS AND DISCUSSION 

Virtual humans simulated on a Windows 10 computer 

with an Intel i7 processor running at 2.80 GHz, an NVIDIA 

GeForce GTX 780 graphics card, and 8 GB of RAM. The 

pedestrian system utilizes shader files for rendering the models 

and C# scripts to simulate the behaviour of virtual individuals 

within Unity 3D, version 2018.3.2f1 (64-bit). 

The crowd system enhances the visual experience by 

including diverse character movements, rendering the simulation 

more dynamic and realistic. These movements are specifically 

selected to ensure that the virtual humans behave naturally in 

various scenarios. Combining high-quality shaders, detailed 

character animations, and realistic behaviours allows a seamless 

and immersive simulation of crowded environments. This setup 

offers a strong platform for real-time simulation and visualization 

of extensive pedestrian systems, providing valuable insights for 

various applications such as crowd control and urban planning. 

 

III.1 CROWD DENSITY AND ANIMATION VARIATION 

IN OPEN ENVIRONMENT 

To ensure a variety of movements among the crowd, we 

set the models in an open environment where each model has 

specific motions and behaviours while avoiding collisions. The 

actions include idle poses, jumping, walking, strolling with a 

briefcase, feminine gait, an older adult's unique motion, walking 

with joy, performing rhythmic hip-hop dancing, walking while 

texting, and running. Each model can perform specific 

movements that vary along a predetermined path. The animations 

are set to a specific speed, ranging from 1 to 50 units per second. 
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Figure 6: The performance evaluation of our approach across four 

different scenarios involved examining how adding various types 

of animations with different speed values affects the changes in 

FPS values. 

Source: Authors, (2025). 

These speed values are determined to achieve realism and 

visual attractiveness, enhancing overall movement dynamics 

within the specified parameters. As a result, each model's 

movement represents its unique characteristics and activities (see 

Figure 6). 

In another approach, we manage character animations in 

scenarios where collisions occur between them (Figure 7). Each 

character is animated with various movements and speeds, 

allowing for realistic, interactive collisions. We use collision 

detection algorithms based on Newton's Laws to effectively 

manage these collisions, focusing on momentum and kinetic 

energy conservation.   

This method accurately calculates the final velocities of 

characters after a collision by utilizing raycasting techniques. The 

algorithm considers each character's initial mass and velocity to 

compute the result, providing no external forces are applied. It 

ensures that character interactions behave realistically, with 

adjustments to their velocities reflecting the laws of physics. By 

incorporating these principles, we achieve a more immersive and 

believable simulation of collisions between characters. This 

approach is beneficial for creating dynamic environments where 

characters interact with one another in real time, such as in crowd 

simulations. 

 

III.2 THE PERFORMANCE EVALUATION OF OUR 

ANIMATION VARIATION APPROACH BY EXPLORING 

THE MAXIMUM COMBINATIONS OF ELEMENTS 

To ensure the precision of our animation results, we 

identify combinations of elements that increase diversity. We 

begin by selecting key factors such as each character's movement 

type and speed variations. The process calculates the possible 

ways to combine these factors at each time step. We can generate a 

wide range of character behaviours by identifying the maximum 

combinations for these elements across multiple scenarios.  

This approach ensures diverse and realistic animations, allowing 

characters to interact in varied ways. It also enhances the 

simulation by accounting for different kinds of motion and speeds 

in dynamic environments, where:   

•  H : It represents the maximum number of characters our model 

utilises for simulation and animation. 

•  T : It represents the maximum number of animation types each 

character uses in the simulation or model. 

•   V : It represents the maximum number of speed values assigned 

to each character in the simulation.    

• Max_Combinations_Anim: It represents the value of the 

maximum feasible combination of terms for each model, which 

contributes to the overall variety and diversity of animations 

within the simulation. 

 

H×T×V=Max_Combinations_Anim 

 

The maximum feasible combination of model terms that 

contribute to the variety of animations in the simulation: 

(18×10×50) ×5=9000. 
 

 
Figure 7: The scenario of crowd animation with collision detection: (a) Perception with collision: The green arrow represents the 

character's field of view, while the red arrow indicates the velocity before the collision. (b) Collision detection between two characters. 

(c) After the collision is detected using the Raycasting technique, the red arrow shows the final velocities, which are determined based 

on the characters' initial velocities and masses by Newton's Laws and the principles of momentum and kinetic energy conservation. 

Source: Authors, (2025). 

(c) 

(b) 
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Figure 8: Exploring the maximum feasible combinations of 

elements in our diverse animations based on the number of 

characters involved. 

Source: Authors, (2025). 

We realized that our algorithm could generate various 

motion types by combining key factors such as the number of 

characters and the range of movement types at different speeds. 

As the number of characters in various scenarios increases, so 

does the potential for diverse motion combinations. For instance, 

using 1080 characters, our algorithm can produce approximately 

540000 unique combinations. This feature significantly increases 

the range of feasible character movements, making the simulation 

more dynamic and varied. We can introduce additional character 

types and movement styles to enhance this variety further, 

resulting in more complex and visually realistic animations.  

This expansion improves the realism of individual 

character interactions and significantly improves the overall 

quality of crowd simulations. By providing these combinations, 

we can create a more immersive and immersive experience, 

offering a wider range of diverse animations for large-scale crowd 

scenes and dynamic environments. 

 

Table 2:  The maximum combination values improve the visual 

animation diversity of various templates in different scenarios. 

Number of characters 

in different scenarios 

 Visual animation  diversity 

considering maximum 

combination values 

Scenario1 ,H=18 9000 
Scenario2 ,H=72 36000 
Scenario3,H=144 72000 
Scenario4,H=720 360000 

Source: Authors, (2025). 

III.3 EVALUATION OF THE PERFORMANCE OF 

POSSIBLE COMBINATIONS OF OUR APPROACH FOR 

CHANGING ANIMATIONS USING A PARTICULAR 

NUMBER OF ELEMENT SETS FOR DIFFERENT 

CHARACTERS. 

The following process presents how to increase animation 

variation by selecting elements simultaneously. We determine the 

number of combinations for different terms across various 

contexts, considering factors like character types, movement 

styles, and speeds. This approach maximizes diversity in 

animations, allowing for more dynamic and varied character 

behaviours in different simulation scenarios. 

       𝐶𝐻
ℎ. 𝐶𝑇

𝑡 . 𝐶𝑉
𝑣 . = 𝑃𝑜𝑠𝑠𝑖𝑏𝑙𝑒_Animation_Variety    

 

To begin, we assign specific labels to each item associated 

with an account, ensuring accurate identification and 

categorization for efficient processing and analysis. 

• H represents the maximum number of characters while h 

denotes the number of characters under consideration in a given 

scenario.  

• T represents the total number of animation types used by 

our models, while t specifies the specific type of animation 

applied to a particular model. 

• V refers to the maximum height value of speed 

animation for our characters, representing the highest possible 

speed in the animation. Meanwhile, v denotes the specific speed 

value assigned to each character during their animation, allowing 

for variation in movement and enhancing the realism of character 

actions. 

• Possible_Animation_Variety indicates the number of 

possible combinations of these different terms, such as character 

types, animations, and speeds that contribute to the overall variety 

and diversity of animations in our simulation or model. 

Next, we determine the number of combinations in our 

scene based on the various terms defining the animation variety 

for our ten distinct models. To do this, we define the following 

variables: 

H = 10 for the total number of characters, and h = 1 for the 

characters considered. 

T = 10 for the total number of animation types utilized by 

our models, with t = 1, t = 4 specifying the types of animation 

used by the model during its animation. 

V = 50 represents the height value of the speed animation 

for our characters, and v = 1 signifies the specific speed value 

assigned to each model. 

Using these variables, we can calculate the total number of 

unique animation combinations within our scene. The 

combination of these elements (character types, animation styles, 

and speed values) results in a wide variety of possible motion 

sequences for each character. This allows us to generate a more 

dynamic and diverse simulation, ensuring that each character 

behaves in a unique and realistic way. The formula derived from 

these variables will provide the total number of animation 

possibilities for the crowd, enhancing realism and interaction 

within the simulation. 

Possible combinations are: 

 

(C
10

1
. (C

10

1
+ C

10

4
). (C

50

1
)) × 18 =  (10* (10 +210) *(50)) ×18 

                                                         = 1980000. 
 

 

IV. OPTIMAZING REAL TIME PERFORMANCE 

 The reason for measuring the efficacy of crowd simulation 

depends on an accurate characterization of the aims of the crowd 

simulation tasks. Computer simulations of crowd behaviour may 

emphasize different performance metrics depending on the 

objectives of the application [15]. Some studies [16-18] propose 

simulating virtual crowd systems that are identical to real crowds. 

This enables them to clarify the operational dynamics of real 

crowds and identify potential risks within the system. Thus, their 

performance indicators reflect the accuracy of the simulation, its 
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similarity to actual crowd behaviour, and the behaviour of 

individual agents. 

 Enhancing our real-time model's efficiency requires reducing 

computational and rendering complexity in character animation. 

We achieve this by combining techniques such as object pooling, 

frustum culling, and occlusion culling, ensuring smooth 

performance even with several animated characters displayed 

simultaneously. It produces greater frame rates and less latency. 

IV. 1 OBJECT POOLING FOR PERFORMANCE 

OPTIMIZATION 

 This method involves creating a collection of inactive 

characters, which are subsequently utilized as required. This 

method reduces memory allocations and enhances performance as 

animated characters increase. Rather than repeatedly creating and 

eliminating characters, which incurs significant computational 

costs, we utilize pre-existing objects, thus minimizing memory 

overhead and garbage collection, ultimately improving real-time 

performance. 

 

Algorithm: pooling for performance optimization 

Input: 3D character  models, collection size, distance      

            between characters, velocity range, mass range  

Output: different animations, avoid collision, reduce memory 

allocation, optimize real-time 

  

For each character in the allocation set do 

Instantiate character number    

Sets the character inactive 

Adjust character size and rotation. 

Incorporate characters into the collection list. 

end for 

For each character in the allocation set do 

Iterates through the collection 

Activate available character 

Give a unique random position 

Apply different animations at varying speeds. 

Avoid collision  

end for 

For each character stored  in the collection list do 

Iterates through collection list 

Return the first inactive object 

end for 

 

IV. 2 FRUSTUM CULLING FOR PERFORMANCE 

OPTIMIZATION 

  This technique prevents the display of characters outside 

the camera's vision by specifying the camera's perspective, 

defined as the frustum. Only characters within this viewpoint are 

rendered, enhancing performance by conserving computational 

resources and reducing the GPU load. By verifying if the 

animated character is within the camera's field of vision, we 

can selectively deactivate or activate them, optimizing resource 

utilization and improving rendering efficiency. 

 

IV. 3 OCCLUSION CULLING FOR PERFORMANCE 

OPTIMIZATION 

This method determines if a character, although within 

the camera's field of vision, has been hidden or occluded by 

other objects. It prevents the engine from displaying characters 

hidden by different elements. Eliminating the rendering of 

hidden characters conserves computational resources. This 

approach increases FPS and improves performance by 

eliminating unnecessary rendering. 

IV. 4 PERFORMANCE OPTIMIZATION OF HYBRID 

METHODS 

Our method simulates multiple characters, each having distinct 

motions and velocities. We utilize Newton's Laws, laws of 

momentum, and the conservation of kinetic energy to prevent 

collisions between the models. It enables the computation of final 

velocities after collision detection using the Raycasting 

method, without external net forces, depending on each character's 

starting mass and velocity. 

Then, we implement a hybrid approach that combines the pool 

object algorithm with frustum culling and occlusion culling 

approaches to enhance the frames per second during character 

movement. This technique improves real-time FPS performance, 

eliminates insignificant computations and rendering for characters 

unavailable to the camera, and decreases frequent memory 

allocation and deallocation. 

By integrating these methods, we achieve significant results: 

our models perform at consistent frame rates, eliminate using 

resources on invisible characters and objects, minimize 

unnecessary frame computations, and prevent the rendering of 

occluded objects by analyzing the scene's geometry and 

identifying disabled characters (see figure 9). 

Algorithm: object pooling and culling algorithms  

for performance optimization 

Input: 3D character  models, collection size, distance between 

characters, velocity range,  

 mass range, primary camera reference, Fractional camera culling  

Output: different animations, avoid collision, reduce memory 

allocation, optimize real time,  

reducing the processing load 

 

Algorithm pooling for performance optimization 

For each active character in the collection set do 

Obtains renderer 

Checks character within frustum 

Detects hiding character 

If the object is visible and not occluded 

              remains active 

              else 

              remains inactive 

end if 

end for 

Measure object-main camera distance. 

Perform Raycast 

Check if another object blocks the character. 

Deactivate objects that are not visible 
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Figure 9: Improvement of FPS performance with pooling and 

culling optimisation algorithms. 

Source: Authors, (2025). 

 

V. CONCLUSIONS 

 

We propose in this paper a method to enhance the 

diversity of crowd animation by integrating numerous animation 

styles and assigning each character distinct movements with 

varying velocities. This approach involves establishing unique 

animation cycles specific to each character model, facilitating a 

diverse array of movements during the simulation. Our method 

aim to obtain a more dynamic and realistic representation of 

crowd animation in virtual spaces while avoiding characters 

appearing too similar to each other.  The study considers several 

human genders and age groups, ensuring that each character 

exhibits distinct movements. 

Furthermore, we introduce an algorithm that utilizes 

Ray-casting for collision prevention between characters. Based on 

fundamental physics principles such as Newton's laws, 

momentum conservation, and kinetic energy conservation, the 

algorithm calculates the final velocities of characters during 

potential collisions, ensuring realistic and accurate results in 

crowd simulations. This results in more convincing and realistic 

crowd visualizations. 

Additionally, we implement a hybrid approach that 

combines the object pooling algorithm with frustum culling and 

occlusion culling techniques. This method stabilizes frames per 

second in real-time and enhances performance, producing 

significant results by reducing the number of active objects 

processed. It ensures that only characters actively contributing to 

rendering and animation are considered, optimizing overall 

simulation efficiency. 

As a prospective enhancement, we plan to improve our 

system by integrating crowd behavior principles to enhance 

simulation realism. Additionally, we aim to apply reinforcement 

learning for character animation and obstacle avoidance, enabling 

adaptive crowd navigation across diverse scenarios. This will 

facilitate effective autonomous navigation for multiple agents in 

more complex environments. 
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This study aims to improve the efficiency of Brazilian air traffic by analyzing the Brazilian 

Airspace Control System (SISCEAB) performance indicators. The methodology used 

combined alternative data sources, namely BIMTRA, TATIC FLOW, and VRA, which were 

employed to examine the impact of different variations in taxiing times. Specifically, 

Additional Taxi-Out Time (KPI 02) and Additional Taxi-In Time (KPI 13) were analyzed 

to identify discrepancies among these data sources and determine the most precise 

combination. The results indicate that airport layout, gate distribution, and runway threshold 

selection significantly impacted taxiing times. Statistical analysis revealed substantial 

variations in unimpeded taxi times across different gates and runway thresholds, 

emphasizing optimizing operational flows. Based on these findings, integrating BIMTRA 

and VRA is recommended for more accurate KPI measurement. Therefore, this study 

contributes to implementing operational enhancements, optimizing airport operation flow, 

and leading to a more efficient management of Brazilian air traffic. 
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I. INTRODUCTION 

The increasing complexity and competitiveness of the air 

traffic sector impose significant operational challenges on 

organizations responsible for airspace control. In Brazil, the 

Department of Airspace Control (DECEA) establishes processes 

and methods to enhance organizational planning in Air Traffic 

Management (ATM) [1]. 

However, the lack of reliable data for analyzing 

performance indicators compromises operational efficiency 

assessment, particularly regarding Additional Taxi-Out Time (KPI 

02) and Additional Taxi-In Time (KPI 13). 

The absence of consolidated data sources and the difficulty 

in accessing reliable information limits the ability to diagnose and 

improve airport operations, directly impacting performance 

management and the efficiency of air navigation services. 

Process optimization contributes to safety and air traffic 

organization, creating a more efficient operational environment. 

Within the ATM context, performance indicators play a key role in 

providing a comprehensive view of operational performance, 

enabling comparisons between airports. Their analysis is crucial for 

improving performance-based management and enhancing 

navigation service efficiency [2]. 

Thus, implementing process optimization strategies 

emerges as a fundamental approach to continuous sector 

improvement. The systematic review and enhancement of 

methods, procedures, and workflows create significant 

opportunities for reducing operational costs and promoting 

economic and environmental sustainability. 

This study proposes optimizing the Brazilian Airspace 

Control System (SISCEAB) performance through a critical 

evaluation of key performance indicators and available data 

sources. The research analyzes taxi time variability and the 

influence of variable combinations on KPI calculations, aiming to 

identify discrepancies and opportunities for process improvement. 

This study's main contribution lies in identifying alternative 

and reliable data sources for evaluating operational performance 

and establishing a benchmarking framework for the databases 
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currently used in air traffic monitoring. This structured approach 

enables an in-depth analysis of the Key Performance Areas (KPA) 

for Efficiency, facilitating more accurate airport comparisons. 

Additionally, this study proposes enhancements for 

performance-based management, focusing on Efficiency and 

sustainability in airport operations. Considering that fuel costs 

account for approximately 41% of airline operating expenses, 

optimizing these processes can generate significant cost reductions 

and mitigate environmental impacts [3]. 

Therefore, this research advances theoretical knowledge on 

process optimization and performance indicator analysis within the 

ATM context and proposes practical solutions to improve the 

Efficiency of Brazilian airspace control. By addressing complex 

operational challenges, this study contributes to a safer, more 

effective, and sustainable air traffic management system in the 

country. 

 

II. THEORETICAL REFERENCE 

II.1 AIR TRAFFIC 

II.1.1 Characterization of the Brazilian Airspace Control System 

 

The Brazilian Airspace Control System (SISCEAB) is a 

critical infrastructure designed to ensure the safety and efficiency 

of air traffic. It comprises control towers, area control centers, radar 

systems, and advanced communication networks, coordinating 

operations from takeoff to landing. 

The integration of international regulations, rigorous 

procedures, and technological advancements highlights the 

system’s complexity. Challenges such as increasing air traffic and 

the introduction of unmanned aircraft drive ongoing research 

efforts aimed at enhancing efficiency and safety. 

 

II.1.1.1 Responsible Organizations 
 

The Brazilian Airspace Control System (SISCEAB) is 

responsible for managing and controlling airspace, as well as 

providing air navigation services throughout the country. It is a 

comprehensive and effective system that ensures the organization 

and safety of air traffic flow [4]. 

The Aeronautics Command Directive (DCA) establishes the 

flexible use of Brazilian airspace and assigns the Department of 

Airspace Control (DECEA) the responsibility for controlling and 

administering an area of 8,511,965 km² of national territory, 

including the oceanic region up to the 10°W meridian, totaling 22 

million km² [5]. 
 

 
Figure 2: Air Traffic Control Jurisdiction in Brazil. 

Source: Authors, (2025). 

The Air Navigation Management Center (CGNA), a unit 

under DECEA, is responsible for balancing demand and capacity 

at airports and control sectors, working in collaboration with 

airlines, Air Navigation Service Providers (ANSPs), and control 

centers to optimize air traffic flow in Brazil [6]. 

Brazilian controlled airspace is divided into five Flight 

Information Regions (FIRs), managed by the Integrated Air 

Defense and Air Traffic Control Centers (CINDACTA), ensuring 

supervision and operational safety of air traffic within national 

territory. 

 

II.1.1.1 Air Traffic Management 

 

Air traffic refers to the coordinated movement of aircraft 

within airspace, regulated by specific systems and procedures to 

ensure safety, efficiency, and order in operations. This complex 

system involves Air Traffic Control (ATC), airports, navigation 

systems, communication networks, and regulations that maintain 

the smooth and secure flow of operations, both on the ground and 

in the air [7]. 

 

 
Figure 3: Operational Authority Jurisdiction. 

Source: Authors, (2025). 

Air Traffic Management (ATM) aims to dynamically and 

integratively coordinate air traffic and airspace, ensuring safety, 

efficiency, and cost-effectiveness in operations, while fostering 

collaboration among stakeholders [7][8]. 

ATM is directly related to air traffic demand, influencing 

flight planning and managing delays in landings and takeoffs at 

airports. Its structure is based on three key components: Air Traffic 

Service (ATS), Airspace Management (ASM) and Air Traffic Flow 

Management (ATFM) 

Air Traffic Flow Management (ATFM) is a service 

designed to ensure safe, organized, and efficient traffic, enabling 

Air Traffic Control (ATC) to operate at full capacity, in accordance 

with the declared capacity set by the competent authority [8],[9]. 

ATFM seeks to balance capacity and demand, making the 

definition and understanding of key operational parameters 

essential for service efficiency. Its measures aim to maximize 

available capacity, adjusting the traffic flow along a route or at an 

aerodrome, preventing operational imbalances [10]. 

 

II.1.2 Performance-Based Management 

 

The evaluation of organizational performance focuses on 

financial aspects, quality, and productivity, categorized into 

strategic goals (long-term objectives), tactical goals (process and 

personnel monitoring), and operational goals (real-time evaluation) 

[11],[12]. 
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The International Civil Aviation Organization (ICAO) 

develops air navigation principles and promotes global 

transportation, encouraging performance benchmarking and the 

use of Key Performance Indicators (KPIs) to optimize sector 

management [13]. 

In Brazil, performance-based management seeks to 

optimize and efficiently utilize air traffic controllers' workforce, 

prioritizing performance, capacity, and resource management [14]. 

Performance indicators play a fundamental role in 

measuring results, ensuring higher quality and efficiency in 

decision-making and risk mitigation [15]. These indicators are 

classified as objective (unambiguous measurement) and subjective 

(requiring contextual interpretation) [16]. Their proper application 

enhances strategic decision-making and optimizes available 

resources [17]. 

Additionally, these indicators help in defining priorities and 

continuously evaluating processes, enabling adjustments and 

effective monitoring of organizational impacts [18]. In the 

corporate sector, they support structured strategic planning [19] 

and establish technical foundations for regulatory 

recommendations and program implementation [20]. 

In the air transport sector, performance analysis is becoming 

increasingly relevant, highlighting the importance of indicators for 

evaluating revenues, costs, and airport operations [21]. Identifying 

the relationship between demand, airport capacity, and flight 

punctuality underscores the importance of operational planning 

[22]. 

KPIs are essential for continuous improvement, providing 

an objective view of organizational performance. They monitor, 

communicate objectives, motivate teams, and drive improvements, 

serving as essential tools for efficient and sustainable management 

[23]. 

The definition of Key Performance Areas (KPA) represents 

management methodologies that reflect an organization's strategic 

vision [24]. The critical elements for process management include 

monitoring and effective process control, with the identification of 

relevant KPIs being essential for evaluating the analyzed processes 

[25]. 

KPIs represent key metrics in quantifying process 

performance and are widely recognized as fundamental elements 

in planning and control. Their relevance lies in providing critical 

information that supports more precise decision-making [26],[27]. 

The Department of Airspace Control (DECEA) adopted 

ICAO's 2016 performance indicators through DOC 9750-NA/963 

– 2016-2030 (Global Air Navigation Plan - GANP), which 

established 19 KPIs aimed at verifying whether these indicators 

accurately express the intent of specific objectives [28]. 

Thus, metrics can represent past, present, and future 

performance, correlating with organizational objectives to support 

a more effective performance management strategy. 

 

II.1.3 Application of the Business Process Management Cycle 

 

Business Process Management (BPM) is an approach that 

has gained increasing interest among administrators and managers 

due to its ability to optimize organizational outcomes. The 

collaborative nature of BPM emerged in the 1990s, introducing a 

new administrative approach focused on restructuring and 

improving organizational processes [29]. 

BPM is widely recognized in specialized literature as an 

essential strategy for improving operational efficiency. According 

to [30], early studies highlighted the importance of process 

reengineering as an effective means to transform organizations and 

achieve substantial performance gains. 

The theory of processes, as proposed by [31], provides the 

foundation for BPM by viewing organizational activities as 

interconnected elements aimed at continuous optimization. At the 

same time, the continuous improvement perspective promotes an 

incremental approach to enhancing efficiency and quality [32]. 

In the context of organizational innovation, [33] emphasizes 

the importance of adopting innovative practices aligned with BPM, 

encouraging the integration of advanced technologies, such as 

automation and process analytics. 

The practical application of BPM is supported by numerous 

benefits, including: Increased operational efficiency, Improved 

process visibility and control, Greater adaptability to business 

environment changes na Enhanced quality and consistency of 

products and services. These aspects are widely discussed in [34] 

and [35]. 

Furthermore, [36] highlights the growing relevance of 

process automation and the integration of emerging technologies, 

such as artificial intelligence and predictive analytics, within BPM. 

These innovations reflect the continuous development and 

adaptation of BPM to the modern business landscape. 

 

 
Figure 4: BPM Cycle. 

Source: [36]. 

 

III. MATERIALS AND METHODS 

In 2016, DECEA initiated a study to implement 

performance-based management as a method for measuring results. 

The initial findings were published in the SISCEAB Performance 

Report 2017, marking a significant milestone in the analysis of 

performance-based management in Brazil. 

From this standpoint, airports were selected based on their 

relevance and flight volume within Brazilian airspace. In the São 

Paulo Terminal Control Area (TMA – SBXP), the international 

airports of Guarulhos (SBGR), Congonhas (SBSP), and Campinas 

(SBKP) were chosen due to their status as major national hubs. 

Additionally, Belém Val-de-Cans International Airport (SBBE) 

and Manaus Eduardo Gomes International Airport (SBEG) were 

included in the Northern Region because of their high traffic 

volume, significant cargo transportation, and important strategic 

infrastructure. This thoughtful selection allows for a 

comprehensive analysis of national air traffic, encompassing both 

key connection hubs and regional logistics centers. 

The calculation of Key Performance Indicators (KPIs) in 

this study follows the ATM indicators methodology from 

SISCEAB. Airlines aim to optimize their gate-to-gate operational 

costs through flight efficiency by using KPI 02 and KPI 13 to 

measure discrepancies in unimpeded times.were included in the 
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Northern Region due to their high movement volume, cargo 

transportation, and strategic infrastructure. This strategic selection 

enables a comprehensive analysis of national air traffic, covering 

both key connection hubs and regional logistics centers. 

The calculations of the Key Performance Indicators (KPIs) 

in this study follow the methodology of ATM indicators from 

SISCEAB [37]. Airlines, through flight efficiency, aim to optimize 

gate-to-gate operational costs by using KPI 02 and KPI 13 to 

measure discrepancies in unimpeded times 

It is important to highlight that taxi time is defined as the 

difference between gate departure and takeoff for KPI 02, and the 

difference between landing and gate arrival for KPI 13. 

 

 
Figure 5: Selection of Airports and KPI’s. 

Source: Authors, (2025). 

The variability of these times directly impacts the planning 

of air operations. Thus, taxi time indicators are essential for airlines 

and airport administrators, as they support the optimization of 

operational efficiency by providing data-driven insights based on 

reliable sources. 

The study adopted a retrospective, documentary, 

exploratory, descriptive, and analytical approach, using data from 

the Airspace Control Institute (ICEA), under the jurisdiction of 

DECEA, as well as the ATM Performance Reports from SISCEAB 

and ANAC (2023). 

The research covers all Air Navigation Service Providers 

(ANSPs) in Brazil that use the TATIC FLOW System, with the 

sample comprising records of landings and takeoffs from 

scheduled commercial flights registered in this system in 2023 at 

airports monitored under the Aeronautics Command Plan and 

selected for this study [38]. 
 

 
Figure 6: Methodology. 

Source: Authors, (2025). 

 The data sources used in the study included TATIC FLOW, 

the Air Traffic Movement Information Database (BIMTRA), and 

the Active Scheduled Flight (VRA) system, which are used to 

measure air traffic control tower (TWR) performance and assess 

the operational efficiency of the selected indicators. Data 

processing involved the preparation, organization, and cleaning of 

the collected information, ensuring its quality and reliability before 

analysis. 

Thus, two datasets were constructed from commercial flight 

records based on movements registered in the TATIC FLOW 

System: the first dataset analyzed KPI 02, containing 290.133 

records, of which 0.57% (1,649 records) were excluded due to 

negative times or values exceeding 40 minutes. The second dataset, 

related to Additional Taxi-In Time (KPI 13), included 291.170 

records, with 0.39% (1,138 records) removed for not meeting the 

established criteria. 

Additionally, cross-validation was performed between the 

BIMTRA, TATIC FLOW, and VRA systems to ensure data 

consistency. In other words, the same movement recorded in the 

TATIC FLOW system was also found in BIMTRA and VRA, 

allowing for accurate comparisons. 

After applying the exclusion criteria, 288.484 takeoff 

movements and 290.032 landing movements were considered, 

ensuring a solid foundation for subsequent analyses.Statistical 

analysis was essential for data interpretation and followed 

complementary steps to ensure a detailed and robust approach. 

Initially, a descriptive and diagnostic analysis of the data was 

conducted, identifying patterns and discrepancies through graphs, 

measures of central tendency, and dispersion statistics. 

Next, variability analysis was performed using metrics such 

as variance, standard deviation, and interquartile range to assess 

data fluctuation. To test hypotheses, non-parametric statistical tests 

such as Mann-Whitney and Kruskal-Wallis were applied. The 

choice of tests was based on the most suitable approach given the 

characteristics of the data, including distribution, variability, and 

independence, ensuring a systematic and reliable analysis. 

A Business Process Management (BPM) cycle was applied, 

focusing on optimizing efficiency and the quality of organizational 

processes. This cycle involved six key phases: Planning, Analysis, 

Modeling, Implementation, Monitoring, and Process Optimization. 
 

IV. RESULTS AND DISCUSSIONS 

The application of the BPM Cycle was designed to integrate 

new data sources for obtaining ATM performance indicators in 

Brazil. During the Planning phase, processes and responsible 

parties were identified using flow diagrams and quality tools, such 

as the Cause-and-Effect diagram. 

This highlighted the need for more reliable sources to 

enhance the accuracy of indicator calculations. In the Process 

Analysis phase, we evaluated inefficiencies and explored new data 

sources, including BIMTRA and VRA. Key variables, such as 

takeoff (ATOT) and gate departure (AOBT) for KPI 02, as well as 

gate arrival (AIBT) and landing (ALDT) for KPI 13, were 

analyzed. These variables are crucial for measuring taxi times and 

improving the accuracy of calculations. 

 

Table 1: Combination for KPI 02. 
Combination Metric 01 Metric 02 

1ª Combination ATOT  (TATIC FLOW) AOBT (TATIC FLOW) 

2ª Combination ATOT (TATIC FLOW) AOBT (VRA) 

3ª Combination ATOT (BIMTRA) AOBT (TATIC FLOW) 

4ª Combination ATOT (BIMTRA) AOBT (VRA) 

Source: Authors, (2025). 
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The Process Modeling phase proposed four combinations of 

data sources for each KPI, allowing for comparisons and greater 

efficiency in the indicators, as shown in Tables 1 and 2. 

 

Table 2: Combination for KPI 13. 
Combination Metric 01 Metric 02 

1ª Combination AIBT (TATIC FLOW) ALDT (TATIC FLOW) 

2ª Combination AIBT (TATIC FLOW) ALDT (BIMTRA) 

3ª Combination AIBT (VRA) ALDT (TATIC FLOW) 

4ª Combination AIBT(VRA) ALDT (BIMTRA) 

Source: Authors, (2025). 

For the statistical tests, significance levels were considered 

as described in Table 3. 

 

Table 3: Test Statistic. 

p-Value Level of Significance 

* < 0.05 

** < 0.01 

*** < 0.001 

ns >= 0.05 

Source: Authors, (2025). 

Process implementation integrates advanced technologies 

and training to optimize activities, reducing manual interventions. 

Process Monitoring established a control system to measure 

KPI effectiveness, ensuring agile adjustments and identifying 

opportunities for continuous improvement. 

Finally, Process Optimization leveraged monitored data for 

operational adjustments and refinement of analyses, enhancing 

efficiency and adaptability to organizational needs. Using KPIs and 

dashboards ensured data-driven decision-making, reinforcing the 

application of the BPM Cycle in air traffic management. 

Table 4 presents the number of landings and takeoffs per 

airport in 2023. 

 

Table 4: Movimento de aeronaves. 

Operação 
Aeroporto 

SBGR SBSP SBKP SBBE SBEG 

Decolagem 110.095 91.557 59.518 14.365 12.949 

Pouso 110.904 92.202 59.738 14.335 12.853 

Total 220.999 183.759 119.256 28.700 25.802 

Source: Authors, (2025). 

Guarulhos Airport (SBGR) recorded the highest number of 

operations, totaling 220.999 movements, followed by Congonhas 

(SBSP) with 183.759 and Campinas (SBKP) with 119.256. In the 

North Region, Belém (SBBE) and Manaus (SBEG) had lower 

volumes, with 14.365 and 12.949 takeoffs and 14.335 and 12.853 

landings, respectively. These figures highlight the concentration of 

traffic in the country’s main TMAs, particularly in São Paulo, 

while also emphasizing the lower operational demand in Northern 

airports, despite their strategic importance in air transport and 

logistics. 

The analysis of Taxi-Out Times revealed an average close 

to 15 minutes and a median around 14 minutes, indicating slight 

asymmetry in the distribution, as the mean is slightly higher. The 

standard deviation ranges between 0.0035 and 0.0038, suggesting 

moderate variation but no significant fluctuations, reinforcing 

operational consistency. 

Comparing different data sources, the 3rd and 4th 

combinations showed similar averages and medians, 

demonstrating that the use of TATIC or BIMTRA does not 

significantly impact the recorded times. Thus, the analysis suggests 

that the Taxi-Out process is stable and predictable, supporting 

efficient air traffic management, as shown in Figure 6. 

 

 
Figure 6: Taxi-Out Time. 

Source: Authors, (2025). 

The variability analysis of Taxi-In Time at the studied 

airports revealed significant differences among the data source 

combinations, as shown in Figure 7. 

In the 1st and 2nd combinations, which considered only 

variants from the TATIC source, the mean values were 2m46s and 

2m49s, respectively, while the medians were 1m45s and 1m46s, 

suggesting the presence of outliers that increase the mean. The 

standard deviation of 0.13s indicates that most values are 

concentrated near the median. 

In the 3rd and 4th combinations, the distributions were more 

symmetrical, with means of 6m06s and 6m09s and medians of 

5m23s and 5m25s, respectively. The standard deviation remained 

low at 0.14s, suggesting greater homogeneity. Overall, the 1st and 

2nd combinations exhibited higher positive skewness due to 

extreme values, whereas the 3rd and 4th combinations were more 

balanced. 

The low standard deviations reflect high consistency in the 

recorded times. However, the outliers in the 1st and 2nd 

combinations should be further investigated, as they may be related 

to atypical operational conditions. Additionally, the average Taxi-

In times in the 3rd and 4th combinations, around 6 minutes, 

indicate the need for a comparative analysis with industry 

benchmarks to identify potential improvements in operational 

efficiency. 

 

 
Figure 7: Taxi-In Time. 

Source: Autor, (2024). 

 

The analysis of Taxi-Out Time at the studied airports 

revealed significant variations across locations, reflecting traffic 
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volume and the operational complexity of each airport, as shown 

in Figure 8 and Figure 9. 

Congonhas (SBSP) recorded the highest average time 

(16m13s), followed by Guarulhos (SBGR) with 15m42s, while 

lower-traffic airports, such as Belém (SBBE) and Manaus (SBEG), 

had shorter times (11m27s and 13m, respectively). 

 

 
Figure 8: Taxi-Out Tima for SBGR, SBSP and SBKP. 

Source: Authors, (2025). 

The medians follow the same pattern, with SBSP and SBGR 

recording the highest values (15m15s and 14m47s), while SBBE 

and SBEG showed more stable times (11m04s and 12m22s). 

The standard deviation, which measures time dispersion, 

was higher in SBSP (0.00384) and SBGR (0.00335), indicating 

greater variability, possibly due to high slot demand. In contrast, 

SBBE (0.00226) and SBEG (0.00229) had lower dispersion, 

suggesting higher operational efficiency. 

 

 
Figure 9: Taxi-Out Time for SBBE and SBEG. 

Source: Authors, (2025). 

The analysis of Taxi-In Times at the studied airports, as 

shown in Figure 10 and Figure 11, revealed distinct patterns in 

central tendency and dispersion. Guarulhos (SBGR) recorded the 

highest average times, reaching 3m56s in the 1st combination and 

7m54s in the 3rd, reflecting a higher traffic volume and potential 

congestion. In contrast, Manaus (SBEG) had the lowest times, with 

1m15s in the 1st combination, suggesting faster and more efficient 

taxiing. 

The medians confirm this trend, with SBGR at 2m45s and 

SBEG at just 28s in the 1st combination, indicating greater 

dispersion in SBGR, where some flights experience significant 

delays. The standard deviation further reinforces this variability, 

being higher in SBGR (0.00257 in the 3rd combination) and lower 

in SBEG and SBKP, suggesting greater operational predictability 

at these airports.  

These results highlight areas for improvement, such as 

traffic management adjustments and infrastructure optimization at 

SBGR, while SBEG can serve as a model for airports seeking 

greater efficiency and reduced taxiing times. 

 

 
Figure 10: Taxi-In Time for SBGR, SBSP and SBKP. 

Source: Authors, (2025). 

 
Figure 11: Taxi-In Time for SBBE and SBEG. 

Source: Authors, (2025). 

In this context, the study aimed to verify the existence of 

significant differences in taxiing times across the analyzed airports. 
 

 
Figure 12: Combinations for Taxi-Out Time 

Source: Authors, (2025). 
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Figure 12 showed statistically significant differences in 

Taxi-Out Time between certain combinations of data sources for 

airports SBGR, SBSP, and SBKP. In contrast, at Belém (SBBE) 

and Manaus (SBEG) airports, these variations were not as 

pronounced. 

SBGR, recognized as one of the busiest airports in Brazil, 

exhibited low p-values, indicating considerable variability in taxi 

times due to its complex operations and high traffic volume. 

Congonhas (SBSP) also demonstrated significant differences, 

likely influenced by the high volume of domestic flights and 

infrastructure limitations. Campinas (SBKP), an essential hub for 

both cargo and passenger transport, also showed variations in taxi 

times, reflecting its connectivity for domestic and international 

flights. 

In contrast, Belém (SBBE) and Manaus (SBEG) had no 

statistically significant differences between data combinations, 

possibly due to their lower traffic volumes and operational 

stability. Nevertheless, taxiing times at these airports are still 

affected by infrastructure, weather conditions, and logistical 

operations. 

Given the relevant differences in taxiing times observed at 

SBGR, SBSP, and SBKP, operational efficiency could be 

enhanced by considering factors such as airport layout, taxiing 

routes, runway holding times, and distances between gates and 

runway thresholds. The key performance indicators (KPIs) 

associated with these times provide valuable insights to optimize 

air traffic flow, reduce excessive taxiing durations, and improve 

overall airport efficiency. 

The analysis of Taxi-In Time comparisons (Figure 11) 

revealed statistically significant differences across all airports 

except for the comparisons between the 1st and 2nd datasets, as 

well as the 3rd and 4th datasets, as illustrated in Figure 13. 

 

 
Figure 13: Combinations for Taxi-In Time. 

Source: Authors, (2025). 

At SBGR, SBSP, and SBKP, the comparisons between the 

1st and 2nd combinations did not show significant differences (p = 

0.61, 0.51, and 0.49, respectively).  

However, when comparing the 1st combination with the 3rd 

and 4th, highly significant differences were observed (p < 2e-16), 

while the comparison between the 3rd and 4th combinations was 

not significant (p = 0.92, 0.91, and 0.93), indicating a higher 

similarity between the latter two. 

At SBBE and SBEG airports, the results followed a similar 

pattern. Comparisons between the 1st and 2nd combinations, as 

well as between the 3rd and 4th combinations, showed no 

significant differences (p ≈ 0.99–1.00). However, when the 3rd and 

4th combinations were compared to the 1st, the differences were 

highly significant (p < 2e-16), suggesting that the 1st and 2nd 

combinations are more homogeneous, while the 3rd and 4th differ 

significantly. 

These results indicate that while some combinations are 

statistically similar, others reflect more pronounced variations in 

Taxi-In Times, influenced by differences in data sources and the 

operational dynamics of the airports. 

Additionally, considering the distances between gates and 

runway thresholds was essential, as they directly impact additional 

taxi time, affecting the airports’ operational efficiency. 

From this perspective, the study also aimed to assess 

whether taxi time variations, as combined from different data 

sources, would impact the efficiency of unimpeded taxi time 

indicators when considering different gate and runway threshold 

combinations. 

For Guarulhos Airport (SBGR), the existence of two 

runways for landing and takeoff operations 10R/28R and 10L/28L 

was verified, as described in the airport chart (Figure 14). 

 

 
Figure 14: SBGR Airport Chart. 

Source: Adapted from [39], (2025). 

 

For departures, the most frequently used threshold was 10L, 

accounting for 75,04% (82.624) of movements, followed by 28R, 

10R, and 28L, with 23,94% (26.353), 0,92% (1.012), and 0.10% 

(106) movements, respectively. For arrivals, 110.994 movements 

were recorded, with runway 10R handling the highest volume at 

81.729 operations, while 28L registered 25.907 landings. Runways 

10L and 28R had lower volumes, with 2.611 and 657 landings, 

respectively. 

SBGR presented 462 possible gate and runway threshold 

combinations, a significant number that reflects its importance as 

the busiest airport in the country. The analysis of gate distribution 

revealed that demand was concentrated in six distinct aprons, with 

the combinations featuring the highest volume of landings and 

takeoffs selected for each of them. 

Gate 207 with runway threshold 10L was the most frequent 

combination, recording 2.125 takeoffs (1,93%), followed by gates 

309 (2.009; 1,82%), 102R (1.979; 1,80%), 401 (1.414; 1,28%), 501 

(654; 0,60%), and 604 (288; 0,26%). 

At runway threshold 28R, the most utilized gates were 

102R, 209, 309, 401, 507R, and 606. Gate 209 led with 765 
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recorded takeoffs (0,70%), followed by gates 311 (711; 0,28%), 

102R (648; 0,59%), 401 (547; 0,50%), 507R (189; 0,17%), and 606 

(111; 0,10%). For arrivals (landings), 552 gate and runway 

threshold combinations were identified. Gate 208 was the busiest, 

with 2.183 landings (1,97%), followed by gates 310 (2.051; 

1,85%), 102R (1.873; 1,69%), 401 (1.531; 1,38%), 504R (553; 

0,50%), and 612L (181; 0,16%), all combined with runway 10R. 

At runway threshold 28L, gates 102R, 209, 309, 401, 507R, 

and 606 recorded the highest landing volumes. Gate 209 was the 

most utilized (765 landings; 0,69%), followed by gates 309 (707; 

0,64%), 102R (648; 0,58%), 401 (528; 0,48%), 507R (173; 0,15%), 

and 606 (58; 0,05%). Figure 15 revealed significant differences 

between the gates and runway threshold 10L in most comparisons, 

indicating relevant operational variations. Gates 102R, 207, 309, 

401, and 501 showed consistent differences among themselves, 

reflecting distinct impacts on taxi times. 

However, the comparison between gates 501 and 604 

resulted in p = 0.07, suggesting no significant difference, possibly 

due to operational similarities or physical proximity. These 

findings reinforce the need to consider gate variability in airport 

planning, optimizing operational efficiency and air traffic flow. 

 

 
Figure 15: Combination of gate and runway 10L for KPI 02. 

Source: Authors, (2025). 

The analysis of Unimpeded Taxi-Out Times for gates using 

runway threshold 28R revealed statistically significant differences 

among gates 102R, 209, 311, 401, 507R, and 604, as presented in 

Figure 16. 

These variations indicate relevant operational differences, 

suggesting that gate allocation directly influences taxi time 

efficiency. The results reinforce the need for strategic adjustments 

in gate utilization to optimize airport resource management and 

improve operational flow at runway threshold 28R. 

 

 
Figure 16: Combination of gate and runway 28R for KPI 02. 

Source: Authors, (2025). 

 
Figure 17: Combination of gate and runway 10R for KPI 13. 

Source: Authors, (2025). 

Figure 17 showed the combination of gate and runway 

threshold at threshold 10R, revealing statistically significant 

differences among gates 102R, 208, 310, 401, 504R, and 612L, 

with p < 0.001 for most comparisons. The exception was the 

comparison between gates 504R and 612L (p = 0,48), which 

showed no significant difference. 

Figure 18 described the combinations of gate and runway 

threshold 28L, revealing statistically significant differences among 

gates 102R, 209, 309, 401, 507R, and 606, except for the 

comparison between gates 507R and 606 (p = 0.94), which showed 

no relevant variation. For all other combinations, p-values were 

below 0.001. 

 

 
Figure 18: Combination of gate and runway 28L for KPI 13. 

Source: Authors, (2025). 

At Congonhas Airport (SBSP), landing and takeoff 

operations take place on two runways: 17R/35L and 17L/35R, as 

described in the airport chart (Figure 19). 

 

 
Figure 19: SBSP Airport Chart. 

Source: Adapted from [39], (2025). 
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Runway threshold 17R was the most frequently used for 

takeoffs, accounting for 59,47% (54.449 movements), followed by 

35L (38,55%; 35.296 movements), 17L (1,10%; 1.006 

movements), and 35R (0,88%; 806 movements). For landings, 

threshold 17R also predominated, with 59,81% (55.145 

movements), highlighting its significance in the distribution of air 

traffic at SBSP. The gate layout for Apron 3 at Congonhas Airport 

(SBSP) covered 84,75% (100) of possible modifications and 

99,97% of movements (91.532). The apron has 30 gates, organized 

into six groups of five gates each, with each group represented by 

the gate with the highest number of movements. 

SBSP identified 118 gate and runway threshold 

combinations for takeoffs, with gate 05 standing out, recording 

2.622 departures (2,86%) when combined with runway 17R. At 

threshold 35L, gates 04, 06, 11, 16, 22, and 26 were analyzed as 

they had the highest traffic volumes. Gate 06 led with 1.712 

recorded takeoffs (1,87%), followed by gates 04 (1.704; 1,86%), 

11 (1.573; 1,72%), 16 (1.030; 1,12%), 22 (976; 1,07%), and 26 

(915; 1,00%). 

For arrivals, 130 gate and runway threshold combinations 

were identified, with gate 04 standing out, recording 2.644 landings 

(2,87%) when combined with runway 17R. Additionally, 

movements recorded at threshold 35L were analyzed, where gates 

04, 06, 11, 16, 22, and 26 had high traffic volumes. Gate 04 had the 

highest number of recorded landings, with 1.753 arrivals (1,90%), 

followed by gates 06 (1.726; 1,87%), 11 (1.608; 1,74%), 16 (1.005; 

1,09%), 21 (910; 0,98%), and 26 (843; 0,91%). 

 

 
Figure 20: Combination of gate and runway 17R for KPI 02. 

Source: Authors, (2025). 

Figure 20 presents the analysis of Unimpeded Taxi-Out 

Times for each gate and runway threshold combination, revealing 

statistically significant differences for gates 05, 06, 11, 16, 22, and 

26 when compared to runway threshold 17R. 

 

 
Figure 21: Combination of gate and runway 35L for KPI 02. 

Source: Authors, (2025). 

Figure 21 presented the combinations among the six groups, 

highlighting significant differences. In other words, variations 

were observed in the medians of the Unimpeded Taxi-Out Times 

for gates 04, 06, 11, 16, 22, and 26 at runway threshold 35L. 

 

 
Figure 22: Combination of gate and runway 17R for KPI 13. 

Source: Authors, (2025). 

Figure 22 shows the combination of gate and runway 

threshold, revealing significant differences in the medians of gates 

05, 06, 11, 16, 21, and 26 at runway threshold 17R. Except for the 

comparison between gates 04 and 06, where no significant 

difference was observed, all other combinations exhibited 

substantial variations in taxi times, with p-values below 0,001 in 

all comparisons. 

Figure 23 presents the combinations of gate and runway 

threshold 35L, highlighting gates 04, 06, 11, 16, 22, and 26. 

Statistically significant differences were found among the medians. 

The only exception was observed between gates 04 and 16, 

where no significant difference was found (p = 1.00). For all other 

comparisons, p-values were below 0,001, indicating highly 

significant differences and reinforcing the heterogeneity in taxi 

times among the analyzed groups. 

 

 
Figure 23: Combination of gate and runway 35R for KPI 13. 

Source: Authors, (2025). 

Campinas Airport (SBKP) has a single runway for landing 

and takeoff operations (15/33, Figure 24). 

For takeoff operations, runway threshold 15 was the most 

utilized, accounting for 69,61% of the total (41.430 movements), 

while threshold 33 recorded 30,39% (18.088 movements). 

Similarly, threshold 15 predominated for landing operations, with 

68,75% of movements (41.069 records). 
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These data highlight a clear operational preference for 

runway threshold 15 for landings and takeoffs, emphasizing its 

importance in the distribution of air traffic flows. 

 

 
Figure 24: SBKP Airport Chart. 

Source: Adapted from [39], (2025). 

 

SBKP identified 177 gate and runway threshold 

combinations for takeoffs, with gate C02 standing out, recording 

1.732 departures (2,91%) when combined with runway 15. 

For threshold 33, gates B02, B13A, C02, M5, R7, and R9 

were analyzed as they had the highest traffic volumes. Gate C02 

led with 757 recorded takeoffs (1,27%), followed by B02 (631; 

1,06%), B13A (293; 0,49%), M5 (139; 0,23%), R7 (129; 0,22%), 

and R9 (89; 0,15%). 

For arrivals, 184 gate and runway threshold combinations 

were identified, with gate B02 standing out, recording 1.501 

landings (2,51%) when combined with runway 15. 

Similarly, gate and threshold combinations for runway 33 

were analyzed, selecting gates B11, C04, C05, M5, R7, and T04, 

which had the highest traffic volumes. Gate C04 had the highest 

number of recorded movements, with 776 operations (1,30%), 

followed by C05 (661; 1,10%), B11 (290; 0,48%), R7 (136; 

0,23%), M5 (128; 0,21%), and T04 (28; 0,05%). 

Figure 25 reveals statistically significant variations in the 

medians of Unimpeded Taxi-Out Times for gates B02, B13A, C02, 

M5, R7, and R9 in relation to runway threshold 15. However, some 

differences among M5, R7, and R9 were not significant, as 

indicated by the p-values. 

 

 
Figure 25: Combination of gate and runway 15 for KPI 02. 

Source: Authors, (2025). 

Figure 26 revealed statistically significant differences in the 

medians of Unimpeded Taxi-In Times for gates T3, R8, M5, C06, 

B02, and B13A in relation to runway threshold 15. The only 

exception was the comparison between T3 and R8 (p = 0.85), 

which showed no relevant variation. 

Combinations involving M5, C06, B02, and B13A 

exhibited consistent differences among themselves, with p-values 

below 0,001, highlighting the variability in KPI 13 as a function of 

the gates and the runway threshold used. 

 

 
Figure 26: Combination of gate and runway 15 for KPI 13. 

Source: Authors, (2025). 

For Belém Airport (SBBE), the existence of two runways 

for landing and takeoff operations 06/24 and 02/20 was verified 

(Figure 27). 

It was verified that, for both takeoffs and landings, runway 

threshold 06 was the most utilized, accounting for 90,94% (13.064) 

and 92,28% (13.229) of movements, respectively. 

The analysis of gate and runway threshold combinations at 

Belém Airport (SBBE) identified 72 combinations for departures 

and 63 for arrivals, with aprons 3 and 4 concentrating 98,30% of 

departure movements (14.121 records in 2023). These aprons 

contain 12 gates, divided into six groups of two, represented by the 

gates with the highest traffic volumes. 

Gate 04 recorded 1.969 departures (13,71%) and gate 05 

had 1.959 departures (13,64%), both combined with runway 

threshold 06. For threshold 02, gates 02, 04, 05, 07, 08, and 12 had 

the highest departure volumes, with gate 04 leading (160 records; 

1,11%), followed by gates 05 (150; 1,04%), 02 (147; 1,02%), and 

12 (145; 1,01%). 

For arrivals (landings), gate 04 was also the busiest, with 

1.942 recorded landings (13,54%), followed by gate 05 (1.915; 

13,36%), both combined with runway threshold 06. For threshold 

02, gates 02, 04, 05, 07, 10, and 12 recorded the highest landing 

volumes, with gate 05 being the most utilized (163 records; 1,14%), 

followed by gates 04 (150; 1,05%) and 02 (134; 0,46%). 

The data indicate that gates 04 and 05 were the most active 

for both departures and arrivals, highlighting an operational 

concentration and a decreasing distribution among other gates, 

reflecting strategic traffic management patterns at SBBE. 
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Figure 27: SBBE Airport Chart. 

Source: Adapted from [39], (2025). 

 

Figure 28 presents the analysis of Unimpeded Taxi-Out 

Times for each gate and runway threshold combination, revealing 

statistically significant differences. 

Observing the combinations of gates 02, 04, 05, 07, 08, and 

12 with runway threshold 06, the differences in the medians of 

Unimpeded Taxi-Out Times were found to be highly significant, as 

indicated by the p-values. This result suggests that, for runway 

threshold 06, there are substantial variations in taxi times 

depending on the gate used, reflecting operational and logistical 

differences for each combination. 

 

 
Figure 28: Combination of gate and runway 06 for KPI 02. 

Source: Authors, (2025). 

Figure 29 presents the analysis of combinations among 

gates 02, 04, 05, 07, 08, and 12, considering runway threshold 06, 

revealing statistically significant differences in the medians of 

Unimpeded Taxi-Out Times in most comparisons. The exceptions 

were the combinations between gates 02 and 07, 04 and 07, 07 and 

08, and 08 and 12, which showed no statistically relevant 

variations. 

These results indicate that, although some combinations did 

not exhibit significant differences, Unimpeded Taxi-Out Times 

show substantial variations among the analyzed gates. Notably, 

gate 12 stood out for having the largest observed difference, 

suggesting a significant impact on operational efficiency 

depending on the configuration used. 

 

 
Figure 29: Combination of gate and runway 02 for KPI 02. 

Source: Authors, (2025). 

The analysis of runway threshold 02 revealed statistically 

significant differences among the median times of the analyzed 

gates, as shown in Figure 30. 

Comparisons between gates 02 and 04, 02 and 05, 02 and 

07, 02 and 10, and 02 and 12 presented p-values < 0.001, indicating 

significant variations in Unimpeded Taxi-In Times for these 

combinations. The only exception was the comparison between 

gates 10 and 12, which did not show a statistically significant 

difference. 

 

 
Figure 30: Combination of gate and runway 06 for KPI 13. 

Source: Authors, (2025). 

Figure 31 illustrates the runway threshold 02 combination, 

revealing statistically significant variations among gates 02, 04, 05, 

07, 10, and 12, except for comparisons between gates 04 and 12, 

and gates 07 and 10, which showed no relevant differences. 

 

 
Figure 31: Combination of gate and runway 02 for KPI 13. 

Source: Authors, (2025). 
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The results indicate that Taxi-In Unimpeded Times differ 

substantially among gate combinations, notably between gates 02 

and 10 (p < 0.001), and between gate 05 and other gates, 

demonstrating statistically significant differences.On the other 

hand, gates 04 and 12 showed similar taxi times, as did gates 07 

and 10, whose comparison yielded a p-value of 0,3988, suggesting 

comparable taxi-in times. At Manaus Airport (SBEG), there is a 

single runway (11/29) used for both landing and take-off operations 

(Figure 32). 
 

 
Figure 32: SBEG Airport Chart. 

Source: Adapted from [39], (2025). 

 

For departures, runway threshold 11 was the most 

frequently used, representing 94,49% of the operations (12.235 

movements), whereas runway threshold 29 accounted for only 

5,51% (714 movements). In landings, runway threshold 11 also 

predominated, accounting for 97,02% of operations (12.470 

movements), while runway threshold 29 was utilized in just 2,98% 

of cases (383 movements). These data indicate a strong operational 

preference for runway threshold 11, both for takeoffs and landings, 

possibly influenced by factors such as prevailing winds, airport 

infrastructure, and the established air traffic flow patterns. 

At SBEG, 67 combinations of gates and runway thresholds 

were identified for departures and 78 for arrivals. Apron 1 

concentrated 87,79% of departures (11.369 movements in 2023) 

and is configured with 18 gates divided into 6 groups of 3, each 

represented by the gate with the highest activity. The most 

frequently used combination for commercial flights was gate B18 

with runway threshold 11, totaling 1.764 departures (13,62%). In 

the analysis of operations using runway threshold 29, gates B18, 

E15, R20, R21, R23, and R26 were selected due to their higher 

traffic volumes. Gate R20 registered 121 movements (0,93%), 

followed by gates R21 (81; 0,63%), B18 (70; 0,54%), R23 (36; 

0,28%), E15 (31; 0.24%), and R26 (13; 0.10%). 

For arrivals (landings), 78 combinations of gates and 

runway thresholds were identified, notably gate B18, which 

received 1,774 landings (13,80%), followed by gates C17 (1.725; 

13,42%), R20 (1.052; 8,18%), R26 (600; 4,67%), F14 (485; 

3,77%), and R22 (268; 2,08%), all operating with runway threshold 

11. Similarly, for runway threshold 29, gates B18, C17, F14, R20, 

R22, and R25 were selected due to their higher landing volumes. 

Figure 33 shows gate-runway threshold combinations at 

SBEG, revealing statistically significant differences among gates 

A19, B18, E15, R21, R24, and R25 for runway threshold 11. 

Comparisons between gates A19 and B18 indicated statistically 

relevant differences (p < 0.001), suggesting distinct taxi times 

between these gates. The same pattern was observed for gate E15, 

which demonstrated significant variations compared to gates A19 

and B18. 

Significant differences were also identified in comparisons 

among gates R21, R24, and R25, all presenting extremely low p-

values (p < 0.001), reinforcing the substantial variation in taxi 

times across the analyzed gates. 
 

 
Figure 33: Combination of gate and runway 11 for KPI 02. 

Source: Authors, (2025). 

Figure 34 presents gate-runway threshold 29 combinations, 

revealing statistically significant differences. Comparisons 

indicated substantial variations among median unimpeded taxi-out 

times for gates B18, E15, R20, R21, R23, and R26. However, no 

significant differences were observed in the combinations between 

gates B18 and R23, B18 and R26, and E15 and R26, suggesting 

these gates have similar taxi times. 
 

 
Figure 34: Combination of gate and runway 29 for KPI 02. 

Source: Authors, (2025). 

Figure 35 shows the gate-runway threshold 11 

combinations, revealing statistically significant differences. 
 

 
Figure 35: Combination of gate and runway 11 for KPI 13. 

Source: Authors, (2025). 
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Gates B18, C17, F14, R20, R22, and R26 showed variations 

in median unimpeded taxi-in times, indicating distinct operational 

impacts among these combinations. However, no significant 

differences were observed in comparisons between gates B18 and 

F14, B18 and R26, C17 and R20, C17 and R22, F14 and R26, and 

R20 and R22, suggesting these gate pairs have similar taxi times. 

Finally, Figure 36 describes gate-runway threshold 29 

combinations, revealing statistically significant differences. Gates 

B18, C17, F14, R20, R22, and R25 showed variations in median 

unimpeded taxi-in times, indicating operational discrepancies 

among these combinations. However, no significant differences 

were observed in comparisons between gates B18 and F14, B18 

and R20, C17 and R25, and R20 and R22, suggesting similar taxi 

times among these gate pairs. 

 

 
Figure 36: Combinação de Gate e Runway 29 para KPI 13. 

Source: Authors, (2025). 

V. CONCLUSIONS 

 

The assessment of key performance indicators of the 

Brazilian Airspace Control System (SISCEAB) was essential to 

this study. It highlighted that out of the 19 KPIs and 7 IDBRs 

described in MCA 100-22, only 10 KPIs and 1 IDBR are currently 

monitored by DECEA. 

An analysis of data sources (TATIC FLOW, BIMTRA, and 

VRA) revealed significant discrepancies in the records, 

underscoring the necessity for an integrated approach to enhance 

the accuracy of KPI 02 and KPI 13. 

The selection of data sources directly influences the 

reliability of indicators, while operational and environmental 

factors may impact taxi time variability. 

The analysis found that BIMTRA and VRA provide greater 

representativeness and accuracy in calculations despite their 

inherent limitations. 

The study revealed an overall efficiency of 0,35% for KPI 

02 and 207% for KPI 13. When examining KPI 02 individually, the 

airport combinations displayed similar efficiencies, except for 

SBEG, which notably achieved 3,15%. Regarding KPI 13, the 

efficiency results varied considerably across airports: SBGR had 

an efficiency of 163%, SBSP reached 298%, SBKP recorded 

453%, SBBE obtained 92%, and SBEG stood out significantly at 

800%. 

The optimal data source combination for KPI 02 includes 

take-off time (ATOT) from BIMTRA and gate departure (AOBT) 

from VRA, whereas for KPI 13, gate arrival time (AIBT) from 

VRA and landing time (ALDT) from BIMTRA proved to be most 

effective. 

Therefore, integrating these data sources enables more 

accurate and reliable measurements, optimizing air traffic 

management, reducing congestion, and improving operational 

efficiency, particularly at high-flow airports.  

It is recommended to use these databases jointly as the most 

effective strategy for enhancing KPI 02 and KPI 13, thus 

contributing to more efficient and secure airport operations 

management. 
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I. INTRODUCTION 

 

Quantum computing is fundamentally redefining the limits 

of science and technology. Unlike classical computing, which 

operates with binary bits (000 or 111), quantum computing uses 

qubits. These units of quantum information exploit unique 

properties of quantum mechanics, such as superposition, 

entanglement, and quantum interference, enabling calculations to 

occur simultaneously across multiple states. This exponential 

processing power positions quantum computing as a revolutionary 

tool to address scientific, industrial, and societal challenges 

previously considered insurmountable [1]. 

The potential applications of quantum computing are vast, 

encompassing areas like molecular simulation for drug and material 

design, highly secure quantum cryptography systems, logistical 

optimization, and large-scale data analysis. However, realizing this 

potential has required the development of different approaches to 

harness the principles of quantum computing for practical and 

theoretical advancements. 

In recent years, three main approaches have emerged: 

 

1. IBM focuses on scalable, hybrid quantum-classical 

systems, striving to solve large-scale, high-complexity 

problems. The company has pioneered milestones such as 

the Eagle (127 qubits) and Condor (1121 qubits) 

processors and aims to build systems exceeding 4000 

qubits by 2025 [2]. 

2. D-Wave specializes in optimization solutions, addressing 

specific industrial challenges with practical and immediate 

applications. Systems like Advantage2, with over 1200 

qubits, have proven instrumental in logistics and 

geophysics [3]. 

3. NMR-based quantum computers provide an accessible 

entry point for education and research, allowing students 

and scientists to explore fundamental quantum principles 

[4]. 

 

While these advancements are remarkable, quantum 

computing still faces significant challenges, including error 

mitigation, coherence maintenance, and scalability. Additionally, 

Additionally, democratizing access to this technology by reducing 

costs and increasing availability remains a critical barrier [5]. 

This paper presents a comprehensive analysis of these 

approaches, discussing their contributions to advancing science and 

industry and their potential to shape the future of technology. IBM 

leads with scalable solutions, D-Wave delivers practical results, and 
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NMR systems provide educational opportunities, collectively 

transforming quantum computing into a foundational technology of 

the 21st century. 

 

II. THEORETICAL REFERENCE 

II.1 QUANTUM COMPUTING OVERVIEW 

Quantum computing relies on qubits, the fundamental 

units of quantum information, which differ from classical bits due 

to their ability to exist in a superposition of states [4]. 

Mathematically, a qubit is described as a linear combination of two 

basis states, represented as ∣0⟩ and ∣1⟩, defined by the equation [5]:  

∣ψ⟩=α∣0⟩+β∣1⟩,  where  |𝛼|2 + |𝛽|2 = 1             (1) 

This property allows qubits to process multiple states 

simultaneously, resulting in exponentially greater computational 

power compared to classical bits. 

 Qubit scalability is a critical factor in quantum systems' 

performance. While classical systems are limited to linear state 

processing, quantum systems can represent 2n2^n states 

simultaneously, where nn is the number of qubits. For example, a 

system with 5 qubits can represent 32 states simultaneously, while 

a 1000-qubit system can explore 210002(1000) states. 

 

Table 1: Classical and Quantum Capability Comparison. 

Number of 

Qubits 

Classical 

Capability 

Quantum 

Capability (𝟐𝒏) 

2 2 states 22 = 4 𝑠𝑡𝑎𝑡𝑒𝑠 
3 3 states 23 = 8 states 

5 5 states 25 =  32 𝑠𝑡𝑎𝑡𝑒𝑠 

1000 1000 states 21000  

Source: Authors, (2025). 

Table 1 illustrates a comparison between the capabilities of 

classical and quantum systems, highlighting the exponential growth 

of quantum computational power relative to classical systems. 

While a classical system with n bits can represent n states, a 

quantum system with n qubits can explore 2n2^n2n states 

simultaneously, as shown in the table. For instance, 5 qubits allow 

access to 32 states at once, whereas 1,000 qubits can explore 21000  
states, demonstrating the superior scalability of quantum systems. 

These properties make quantum computing ideal for solving 

problems deemed intractable for classical computers, such as 

molecular simulations, industrial process optimization, and 

advanced cryptographic algorithms. 

 

II.2 TECHNOLOGICAL APPROACHES 

Three distinct technological approaches are shaping the 

development of quantum computing: IBM's scalable systems, D-

Wave's optimization solutions, and Nuclear Magnetic Resonance 

(NMR)-based systems for education and research. Each approach 

has unique focuses, features, and challenges. 

 

II.2.1 IBM: SCALABLE MODULAR SYSTEMS 

IBM leads innovation in hybrid quantum systems, 

integrating classical and quantum processors to tackle high-

complexity problems [6],[7]. Highlights include: 

 

● Advances: Processors like Eagle (127 qubits) and Condor 

(1121 qubits), aiming for over 4000 qubits by 2025. 

● Applications: Molecular simulations for drug 

development, material modeling, and artificial intelligence 

algorithms. 

● Challenges: Error mitigation and quantum coherence 

maintenance in large-scale systems. 

II.2.2 D-WAVE: PRACTICAL OPTIMIZATION SOLUTION 

D-Wave adopts a specialized approach, focusing on 

optimization problems via quantum annealing. Key features 

include: 

● Advances: The Advantage2 system with over 1200 qubits, 

providing practical solutions to industrial challenges. 

● Applications: Logistics, such as supply chain 

optimization, and geophysics, including subsurface 

mapping. 

● Challenges: Limited scalability and inability to execute 

universal algorithms【94†source】. 

II.2.3 NMR-BASED QUANTUM COMPUTER 

Nuclear Magnetic Resonance (NMR)-based systems offer 

an accessible alternative for teaching and research in quantum 

computing. Main characteristics: 

● Advances: Models like SpinQ Gemini (2 qubits) and 

Triangulum (3 qubits), accessible for academic use. 

● Applications: Teaching fundamental algorithms like 

Grover's and Deutsch-Jozsa, and experimenting with basic 

quantum principles. 

● Challenges: Limited scalability and precision, hindering 

large-scale practical applications. 

III. TECHNOLOGICAL APPROACHES 

III.1 IBM: SCALABLE MODULAR SYSTEMS 

 

IBM is recognized for its leadership in developing scalable, 

modular quantum processors that address complex scientific and 

industrial needs [8],[9]. 

● Advances: 
 

o Launch of the Eagle processor (127 qubits) in 

2021, followed by the Osprey (433 qubits) in 

2022 and Condor (1121 qubits) in 2023. 
o A roadmap targeting over 4000 qubits by 2025 

through modular architecture that combines 

multiple quantum processors. 

● Applications: 
 

o Molecular Simulations: Designing new drugs 

and materials through precise chemical 

simulations. 
o Artificial Intelligence: Developing advanced 

algorithms for big data analysis. 

● Challenges: 
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o Error Mitigation: Ensuring reliability in large-

scale quantum operations. 
o Coherence Maintenance: Preserving quantum 

states in complex systems. 
o Integration: Combining classical and quantum 

systems effectively. 
 

III.2 D-WAVE: PRACTICAL OPTIMIZATION SOLUTIONS 

 

D-Wave distinguishes itself by focusing exclusively on 

optimization problems, providing practical tools for real-world 

industrial challenges [3]. 

 

● Characteristics: 
 

o Advantage2 system, with over 1200 qubits, offers 

20 times greater performance for complex 

optimization problems. 
o Utilizes quantum coupling technology to address 

logistical and geophysical challenges. 
 

● Applications: 
o Geophysics: Partnerships with companies like 

Aramco for seismic data processing and detailed 

subsurface mapping. 
o Logistics: Supply chain optimization and 

resource allocation. 
 

● Challenges: 
o Limited Scope: Optimized for specific problems, 

lacking capabilities for general quantum 

algorithms. 
o Scalability: Expansion depends on hardware and 

error mitigation advancements. 
 

III.3 NMR-BASED QUANTUM COMPUTERS: 

EDUCATION AND RESEARCH 

 

NMR-based systems provide an alternative for education and 

research, leveraging nuclear spin qubits manipulated through 

radiofrequency pulses [5]. 

 

● Characteristics: 
 

o Models like the SpinQ Gemini (2 qubits) and 

Triangulum (3 qubits) enable basic quantum 

operations. 
o Designed to democratize access to quantum 

computing for academic institutions. 
o  

 

● Applications: 
 

o Education: Introducing fundamental quantum 

algorithms, such as Grover’s and Deutsch-Jozsa. 
o Research: Validating quantum theories and 

experimenting with quantum principles. 

● Challenges: 
 

o Limited Scalability: Restricted to small systems. 

o Precision: Challenges in maintaining coherence 

and achieving stable results. 
 

III.4 GRAPH GENERATION DESCRIPTION 

 

To visualize the comparative analysis of quantum 

technologies, a graph was created using Python and the Matplotlib 

library. The graph highlights two key evaluation criteria: scalability 

and impact on applications, for IBM, D-Wave, and NMR 

technologies. The following steps outline the methodology used to 

generate the visualization: 

● Data Preparation: 

○ A dataset was defined, representing the scalability 

and application impact of each technology on a 

scale from 1 to 10. 

○ Scalability refers to the capacity of each 

technology to expand its qubit count and handle 

complex problems. 

○ Impact evaluates the practical relevance of the 

technologies in scientific, industrial, and 

educational contexts. 

● Graph Configuration: 

○ A two-dimensional scatter plot was chosen to 

represent the data. 

○ Each technology (IBM, D-Wave, and NMR) was 

assigned a unique color for visual distinction. 

● Labeling and Customization: 

○ Labels were added to each point on the graph to 

identify the technologies. 

○ The graph was customized with appropriate titles, 

axis labels, and a grid for better readability. 

● Execution Environment: 

○ The graph was generated in a Python environment 

with the Matplotlib library, ensuring 

compatibility and reproducibility. 

● Visualization Output: 

○ The resulting graph illustrates the distinct 

characteristics of each technology, emphasizing 

IBM's scalability, D-Wave's practical 

applications, and NMR's accessibility for 

research and education. 

The graph provides a clear visualization of the comparative 

analysis, highlighting the unique roles of IBM, D-Wave, and NMR-

based quantum technologies in advancing quantum computing. This 

approach ensures transparency and reproducibility while avoiding 

the direct inclusion of source code in the article. 

IV.COMPARATIVES ANALYSIS: IBM, D-WAVE, AND 

NUCLEAR MAGNETIC RESONANCE (NMR) QUANTUM 

COMPUTING 

 

 The comparative analysis of quantum technologies was 

conducted based on specific criteria evaluating their features, 
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applications, and limitations. This section outlines the methods used 

to collect, organize, and analyze data on IBM, D-Wave, and NMR-

based systems. 
 

 

IV.1 EVALUATION CRITERIA 

The comparison of technologies followed three main 

criteria: 

● Scalability: 

 

○ Assessment of each technology's ability to 

increase the number of qubits and support more 

complex applications. 

○ Includes examining system architectures and 

modularity. 

 

● Impact on Applications: 

 

○ Measurement of each technology’s practical 

relevance in scientific, industrial, and educational 

contexts. 

○ Includes areas such as logistics, molecular 

simulation, and teaching of fundamental quantum 

concepts. 

 

● Technological Challenges: 

 

○ Analysis of the main obstacles faced by each 

approach, such as error mitigation, maintaining 

quantum coherence, and hardware limitations. 

IV.2 DATA COLLECTION AND ORGANIZATION 

Data were collected from the following sources: 

● Scientific Articles and Reports: Including technical 

information and performance updates published by 

companies and institutions related to these technologies 

[9],[10]. 

 

● Primary Sources: Data on IBM's quantum processors 

(Eagle and Condor), D-Wave's Advantage2 systems, and 

NMR devices such as SpinQ Gemini and Triangulum were 

extracted directly from technical documentation [5], [6]. 
 

● External References: Publications describing practical 

applications, such as supply chain optimization and  

● educational experiments, were used [11],[12]. 

The data were organized into tables and graphs to facilitate 

comparative analysis and visualization, following the structure 

presented in this Section. 

IV.3 ANALYSIS AND COMPARISON 

Data were analyzed in three main steps: 

● Scalability: 

 

○ IBM leads with scalable systems, such as Condor 

(1121 qubits), aiming to surpass 4000 qubits by 

2025. 

○ D-Wave offers moderate scalability, with 1200 

qubits optimized for specific problems. 

○ NMR systems are limited in scalability, with a 

maximum capacity of 3 qubits. 

 

● Impact on Applications: 

 

○ IBM stands out in scientific and industrial 

applications, including material modeling and 

artificial intelligence. 

○ D-Wave has significant impact in optimization 

areas, such as logistics and geophysics. 

○ NMR systems mainly contribute to teaching and 

initial research. 

 

● Technological Challenges: 

 

○ IBM faces challenges in error mitigation and 

integration with classical systems. 

○ D-Wave relies on hardware advancements to 

expand its application. 

○ NMR systems have limitations in precision and 

coherence maintenance. 

IV.4 DATA VISUALIZATION 

The comparisons were synthesized into a table and a graph 

to illustrate the differences and complementarities of the 

technologies: 

Table 2: Summary Comparison of Quantum Technologies 

Technology Main Focus Scalability 
Impact on 

Applications 

Technological 

Challenges 

IBM 
Universal 

Computing 
High 

Broad scientific 

impact 
Error mitigation 

D-Wave 
Optimizatio

n 
Moderate 

Industrial 

optimization 

Hardware 

advancement 

NMR 

Education 

and 
Research 

Low 
Teaching and 

research 

Precision 

limitations 

Source: Authors, (2024). 

 

 
Figure 1: Comparative Analysis of Quantum Technologies. 

Source: Authors, (2025). 

The Figure presents a two-dimensional graph with 

scalability and impact criteria for the three technologies, 

highlighting differences in their applications and limitations. Table 
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2 provides a summary comparison of different quantum 

technologies, highlighting their main focus, scalability, impact on 

applications, and technological challenges. For instance, IBM 

focuses on universal computing with high scalability and broad 

scientific impact, though it faces challenges related to error 

mitigation. D-Wave, primarily aimed at optimization, offers 

moderate scalability and contributes to industrial advancements, 

while NMR focuses on education and research with low scalability 

due to precision limitations. These distinctions are further visualized 

in Figure 1, which plots scalability against general impact, 

emphasizing the varying strengths and challenges across these 

technologies (Table 2). 

IV.5 METHODOLOGY CONCLUSION 

The criteria and methods described ensure a robust 

analysis, enabling an understanding of how IBM, D-Wave, and 

NMR technologies are positioned in the current quantum landscape. 

The use of tables and graphs complements the analysis, providing a 

clear and objective view of each approach's strengths and 

challenges. 

V. CONCLUSION 

The approaches developed by IBM, D-Wave, and NMR-

based systems exemplify the diverse and transformative potential of 

quantum computing. IBM excels in scalable solutions for complex 

challenges, D-Wave provides targeted tools for optimization, and 

NMR systems enable education and foundational research. 

Together, these approaches are shaping a future where quantum 

computing becomes a cornerstone of technological and scientific 

innovation. Quantum computing requires continued 

interdisciplinary collaboration, involving physicists, engineers, and 

computer scientists, to overcome its challenges. Its evolution will 

not only redefine problem-solving capabilities but also create new 

paradigms for advancing science, technology, and society. 
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Fuzzy logic is a subfield of Artificial Intelligence that allows human knowledge to be 

expressed naturally, through linguistic variables and values, and an inference process very 

similar to the one it uses daily. The present research uses expert criteria to design and 

evaluate a model based on a fuzzy system to predict the irrigation time of the protected crop 

of cucumber (Cucumis sativus L.). The variables temperature, soil moisture and lighting are 

used for the model construction, which is coupled to an existing IoT technology in the 

various crops company "Valle del Yabú", serving as a support system for decision making. 

The prototype is created and simulated in MATLAB, then transferred to a Raspberry Pi 4 

Model B, using the Python programming language. Tests using a database collected during 

one crop cycle show a 10.07% reduction in water usage compared to the standard irrigation 

currently implemented by the company. 
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I. INTRODUCTION 

 

Agriculture is the main food source in all world countries 

[1]. The global demand for food means greater pressure on water 

resources [2], and agriculture is by far the largest consumer of 

water, accounting for around 70 % of all water withdrawals for 

irrigation, with a figure that can be as high as 95 % in some 

developing countries [3].  

The agriculture industry is becoming more data-centric and 

requires more advanced and accurate information and technologies 

[4]. The difference between the demand and supply of water in 

agriculture is considered a problem that must be solved through 

advanced technologies to optimize resource use [5]. A precision or 

smart irrigation system is a sustainable method of saving water to 

maximize crop yields and reduce the unwanted environmental 

impacts of irrigation [6].  

Worldwide there are numerous advances in terms of 

different technologies applied to agriculture for better performance 

in general, through the use of the Internet of Things (IoT) [7], 

robotics [8], or Artificial Intelligence (AI) techniques [9], to cite 

just a few examples. 

The various crops company "Valle del Yabú", is the main 

productive center of the province of Villa Clara, there is the base 

business unit (UEB, acronym in Spanish) for protected and semi-

protected crops, which has several of these premises to produce 

vegetables, which have a semi-automated irrigation system.  

Despite the good results obtained today in greenhouses, the 

institution's experts indicate that better resource optimization can 

be achieved [10], either in favor of reducing consumption or 

increasing production. Taking the best of previous related works 

[11],[12], this research aims to contribute to this scientific problem 

in search of a viable solution, which only requires the knowledge 

of experts. 

For this purpose, fuzzy logic is among the most widely used 

AI tools in current agriculture [13] when it is necessary to raise 

production results and optimize resources, especially in processes 

that require a knowledge base that is normally only available to 

experts on the subject, but that through the simple use of everyday 

language can be collected and put in a position to be improved and 

expanded. Numerous recent uses in the literature show the potential 

of this technique in a general way [14-17] and more attached to the 

topic of intelligent irrigation specifically [18-21]. 
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The case study, cucumbers (Cucumis sativus L.), are among 

the most cultivated vegetables in the world, and due to their 

widespread use, there is a rich variety of these fruits [22].  

Regardless of its genotype, there is a general trend of this 

crop (and of most plantations) towards certain conditions necessary 

for favorable growth, the most influential variables are ambient 

temperature, relative humidity, soil moisture, lighting, pH, and 

electrical conductivity [22],[23]. Only a few variants modified for 

certain climates escape generality [22]. 

 The created model interacts in a deployed IoT system, 

using the ThingBoard platform, which is open-source software for 

the collection, processing, visualization, and management of data 

from devices [24],[25]. The communication protocol used is 

MQTT, developed by the OASIS organization, which is a standard 

communication protocol designed for the IoT [26],[27]. 

The programming languages MATLAB and Python are 

used in favor of building the model. MATLAB is an environment 

highly used by the scientific community, and Python is one of the 

favorite programming languages for AI development due to its 

syntactic simplicity and versatility. Both have an extensive amount 

of tools for AI development [28-31]. 

 

II. LOGIC AND FUZZY SYSTEM FOR IRRIGATION 

MODEL 

The fuzzy system (FS) designed has four fundamental 

standard functional blocks Figure 1 [32]. Intentionally, from the 

first stage, the design was made in MATLAB due to the great 

potential of the Fuzzy Logic Toolbox, and because the prototype is 

achieved in a highly visual, fast, and efficient way. The version 

used was MATLAB 2022a. 
 

 
Figure 1: Fundamental functional blocks of a fuzzy system of quantitative input and output. 

Source: Authors, (2025). 

A fundamental point in the FS is the definition of both the 

input and output variables. To select the inputs used in cucumber 

(Cucumis sativus L.) production, the environmental variables that 

have the most influence and are available in the IoT system 

installed in the greenhouses were chosen. 

The selected input variables were: ambient temperature, soil 

moisture, and lighting. The only output variable needed was: 

irrigation time, which corresponds to the duration of the suggestion 

given to the operator at the time of the irrigation schedule. Was 

only modified the time and not the frequency of irrigation because 

it is expected that the crops have a fixed daily frequency of four 

times. 

II.1 DESIGN OF THE FUZZY LOGIC 

II.1.1 MEMBERSHIP FUNCTIONS 

The memberships proposed here consist of triangular and 

trapezoidal functions for the FS inputs and output, respectively. 

The figure below shows the independent value (x) versus the 

degree of membership (µ) for both. 

 

 
Figure 2: Membership functions: a) trapezoidal b) triangular. 

Source: Authors, (2025). 

As can be seen in Figure 2 a) due to its shape, the trapezoid 

is determined by four critical points. The universe of discourse was 

partitioned using this function into three subspaces, and it was 

applied in a general way to the variables: temperature, soil 

moisture, and lighting (input variables). In this way, each linguistic 

variable is associated with a value as shown in the following table: 
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Table 1: Variables and linguistic values of system inputs. 

 Linguistic value 

Temperature Cold Favorable Hot 

Soil Moisture Dry Favorable Wet 

Lighting Dark Medium High 

Source: Authors, (2025). 

As can be seen in Figure 2 b) due to its shape, the triangle 

is determined by three critical points. The universe of discourse 

was partitioned using this function into five subspaces, and it was 

applied to the only output variable: irrigation time. In this way, 

each linguistic variable is associated with a value as shown in the 

following Table 2: 

 

Table 2: Variables and linguistic values of system output. 

 Linguistic value 

Irrigation 

Time 

Zero 

(Z) 

Short 

(S) 

Medium 

(M) 

Long 

(L) 

Very Long 

(VL) 

Source: Authors, (2025). 

II.1.2 FUZZY RULE SET 

To build the knowledge base of the system, Mamdani's rules 

were used [32]: 

 

IF 𝑥1 is 𝐴 ̃1𝑘, 𝑥2 is 𝐴 ̃2𝑘 and 𝑥3 is 𝐴 ̃3𝑘
 THEN 𝑦𝑘 es �̃�𝑘    (1) 

k = 1,2,3…r 

 

Where 𝐴 ̃1𝑘 and �̃�2
𝑘 are the representation of the fuzzy set for 

the k-th antecedent and �̃�𝑘 is the fuzzy set of the k-th consequence. 

A system of three inputs and three linguistic values, as is the 

case, to be fully expressed with only conjunction operators, must 

have, according to the multiplication rule, 3 ∗ 3 ∗ 3 = 27 rules. 

Fuzzy standard operations were selected as connectors, (2) as a 

conjunction operator, and (3) for the aggregation of the rules. Let 

�̃� and �̃� be two fuzzy sets: 

 

𝜇𝐴 ̃⋃ �̃�(𝑥) = 𝜇𝐴(𝑥) ∨ 𝜇�̃�(𝑥) = 𝑚𝑎𝑥(𝜇𝐴(𝑥), 𝜇�̃�(𝑥)) (2) 
 

𝜇𝐴 ∩ �̃� = 𝜇𝐴(𝑥) ∧ 𝜇�̃�(𝑥) = 𝑚𝑖𝑛(𝜇𝐴(𝑥), 𝜇�̃�(𝑥)) (3) 
 

 Tables 3, 4, and 5 express the set of rules used for the 

system, based on one of the three possible linguistic values of the 

soil moisture variable. 
 

Table 3: Rules for the duration of irrigation at dry soil moisture. 

 Lighting 

Temperature Dark Medium High 

Cold VL VL VL 

Favorable M L L 

Hot Z S S 

Source: Authors, (2025). 

Table 4: Rules for the duration of irrigation at favorable soil 

moisture. 

 Lighting 

Temperature Dark Medium High 

Cold M M M 

Favorable P M M 

Hot Z P M 

Source: Authors, (2025). 

Table 5: Rules for the duration of irrigation at favorable wet 

moisture. 

 Lighting 

Temperature Dark Medium High 

Cold Z Z Z 

Favorable Z Z Z 

Hot Z Z Z 

Source: Authors, (2025). 

II.1.3 INFERENCE AND DEFUZZIFICATION METHOD 
 

The implication mechanism used is also standard and 

responds to operation (3). The system is of the Mamdani type, so 

operator (2) was used for the aggregations. The method used for 

defuzzification is the centroid method. The center of gravity of the 

resulting set is the final output of the system, this is the estimated 

irrigation time, finally expressed as a numerical value. 

 

II.2 DESIGN OF THE FUZZY SYSTEM FOR EMBEDDED 

HARDWARE 

The device selected to deploy the system was a Raspberry 

Pi 4 Model B. The board is part of the IoT system mounted in the 

greenhouses of the "Valle del Yabú", where its function is precisely 

to receive data from sensors, process them and output the estimated 

irrigation time, which acts as an Agricultural Decision System 

Support (ADSS). The deployed sensors Figure 3 measure a variety 

of environmental variables, but of these, they are only inputs to the 

system, the three necessaries for its operation. 

 

 
Figure 3: Sensor node. 

Source: Authors, (2025). 

The sensor readings come to the Raspberry Pi by sending 

packets using the MQTT protocol, and once the prediction is made, 

the result is transmitted using the same protocol. The ThingsBoard 

platform oversees establishing the necessary broker for 

communication and allows the visualization of both the behavior 

of the variables involved, as well as the suggested irrigation time 

in real-time, which the operator must consider when scheduling the 

time. The platform resides in another Raspberry Pi of the same 

model, exclusively dedicated to serving as a server for the IoT 

system. 

Each node or sensing device has a publication topic called 

"Node". Under this topic, and with the use of a dictionary of six 

variables, the information is transmitted to the broker. The 

Raspberry Pi is subscribed to that topic, and after using the 

necessary variables as inputs to the FS, it returns another one that 
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contains only the output of the model. The architecture shown in 

Figure 4 describes the data flow in a general way. 

 

 
Figure 4: Architecture for the coupling to the IoT system. The FS 

is isolated from the coordinator node. 

Source: Authors, (2025). 

II.2.1 FUZZY SYSTEM PROGRAMMING 

 

To program the FS scripts in the embedded hardware, the 

Python programming language in its version 3.11 was used and the 

Anaconda distribution was used as a work environment, due to its 

ease in managing packages in the field of data science. The third-

party modules used were: scikit-fuzzy and paho-mqtt. As a 

complement, the pandas and matplotlib modules were also needed 

to manage data structures and visualize the results respectively. 
 

III. GETTING THE IRRIGATION SYSTEM 

The model obtained is an FS 3-1, it has three inputs and a 

single output. The system was built in MATLAB, using Fuzzy 

Logic Toolbox, and named: “FSystem”. Its general configuration 

is shown in Figure 5. 

 

 
Figure 5: Obtaining fuzzy logic in MATLAB. 

Source: Authors, (2025). 

The membership functions were conceived from the 

reviewed literature and the criteria of the UEB experts of protected 

and semi-protected crops of the "Valle del Yabú". 

Due to the use of only trapezoidal and triangular 

membership functions, the assignment of critical points was 

determined in a highly relational and intuitive way. Each input 

variable in Tables 6 and 7 presented a "Favorable" or "Normal" 

range that describes the set of fuzzy values that favor plant growth, 

with a plateau of unitary membership value, which alludes to the 

possible threshold or tolerance that exists in the quantitative 

description of the range, which by nature presents uncertainty. 

The other two extreme ranges, with consistent linguistic 

values, describe the limit conditions for the variable to which 

analysis is made, presenting in the same way, a plateau of unitary 

membership value to compensate for the diffuse character of said 

limits. 

On the other hand, the output variable Table 8, when 

representing fixed amounts of irrigation of a practical nature, could 

be eliminated from uncertainty plateaus, and therefore the 

triangular function remained as a result of its description. 

The input variables are expressed in Celsius degrees (°C), 

percentage ratio (%), and luminous flux per unit area (lux) 

correspondingly. The output variable "Irrigation_time" is 

expressed in minutes (min). 

 

Table 6: Critical points of the “Temperature” membership 

function. 

 Cold Favorable Hot 

Critic 

points 
[0 0 14 20] [14 20 30 40] [30 40 50 50] 

Source: Authors, (2025). 

Table 7: Critical points of the “Soil_moisture” membership 

function. 

 Dry Favorable Wet 

Critic 

points 
[0 0 17 22] [17 22 26 50] [26 50 60 60] 

Source: Authors, (2025). 

Table 8: Critical points of the “Lighting” membership function. 

 Dark Medium High 

Critic 

points 
[0 0 0.45 1] 

[0.45 1 13000 

175000] 

[13000 175000 

21000 21000] 

Source: Authors, (2025). 

Table 9: Critical points of the “Irrigation_time” membership 

function. 

 Z S M V VL 

Critic 

points 

[0 0 

7.5] 

[0 7.5 

15] 

[7.5 15 

22.5] 

[15 22.5 

30] 

[22.5 30 

30] 

Source: Authors, (2025). 

III.1 FUZZY RULE SET 

The rules described for the FS are analyzed in Tables 3, 4 

and 5. Of the set of 27 total rules, many of these presented logical 

redundancy, therefore, taking advantage of the idempotent nature 

of the conjunction operator, the existing rules were reduced to 15, 

making use of the property expressed in equation (3). 
 

IF 𝐵1 = 𝐵2 =  𝐵3 = ⋯ 𝐵𝑛 
 

𝐴 ∪ 𝐵1 ∪ 𝐵2 ∪  𝐵3  ∪ … 𝐵𝑛 = 𝐴 (3) 

 

In this way, the rules that express the system become more 

coherent and attached to natural language, for example, Table 10 

summarizes a simple expression: "If Soil_moisture is wet then 

Irrigation_time is zero" (Rule 1). Table 5 shows the rules obtained. 

The symbol "x" means "don't care" the value of the linguistic 

variable. 

 

 

Page 275



 
 
 

 

ITEGAM-JETIA, Manaus, v.11 n.52, p. 272-281, March./April., 2025. 

 

 

Table 10: Reduced rules for the FIS. 

Rule Input Output 

 Temperature Soil Moisture Lighting Irrigation time 

1 x Wet x Z 

2 Cold Favorable x M 

3 Favorable Favorable High S 

4 Favorable Favorable Medium M 

5 Favorable Favorable Dark M 

6 Hot Favorable High Z 

7 Hot Favorable Medium S 

8 Hot Favorable Dark L 

9 Cold Dry x VL 

10 Favorable Dry High M 

11 Favorable Dry Medium L 

12 Favorable Dry Dark L 

13 Hot Dry High Z 

14 Hot Dry Medium S 

15 Hot Dry Dark VL 

Source: Authors, (2025). 

III.2 INFERENCE AND DEFUZZIFICATION METHOD 

By using the proposed inference and defuzzification 

methods, the FS responded as shown in Figure 6. An example is 

observed for the intermediate values of the universe of discourse, 

activating rules 1 and 4, unifying the sets obtained employing the 

operator (1), and quantifying the response by the centroid method, 

to obtain an estimated irrigation time of 13.4 min. 
 

 
Figure 6: Simulation of the FS in Fuzzy Logic Toolbox. 

Source: Authors, (2025). 

    Given the configuration of the system and its 

defuzzification method, the minimum possible time that the FS can 

suggest is 2.4 min, and a maximum of 27.5 min. 

    The behavior of the output, concerning temperature and 

lighting, is complex, and as expected, highly dependent on soil 

moisture. There is a natural gradient to the increase in irrigation 

time with the decrease in soil moisture, for the same surface level. 

Figure 7 shows these two variables compared, for different soil 

moisture references.The first of these graphs a), shows visually and 

in a more evident way, the maximum point of 27.5 min, which is 

between the temperature values of 0 and 10, and which is 

independent of lighting, which is expected behavior. On the other 

hand, the last graph d) shows rule number two of the FS obtained, 

in which regardless of the variations of the remaining parameters, 

the irrigation time is 2.4 min, which corresponds to the minimum 

point of our system. 

The valleys or plateaus presented by the levels are coherent 

with those existing in the membership functions because describe 

the range of uncertainty or error rate of the linguistic values. 

 

III.3 INFERENCE AND DEFUZZIFICATION METHOD 

After a prototype, the FS was embedded in the Raspberry Pi 

4 Model B, which serves as a data analysis server in the mentioned 

IoT system (Figure 4). The script that integrates the model was 

transferred to the SD card, and it was configured as a process to be 

executed in an infinite loop at each boot of the device. 

To verify the correct rewriting between both languages, 

graphs of the membership functions of both the input and output 

variables of the system were generated, using the matplotlib 

module. 

To verify the correct transfer of the rules, as well as the 

inference and defuzzification methods, a random test database with 

3000 points was generated, which were compared to those returned 

by the FS created in MATLAB using a script that made use of the 

Python random module. The test presented 100% compatibility 

between the datasets. 

The verification of the FS obtained for the embedded 

hardware was preceded by the verification of its correct coupling 

to the IoT technology. In the ThingsBoard platform of the main 

node, a new device named "Raspberry AI" was created in charge 

of the administration of the Raspberry Pi of this project. Random 

test data was sent to it, and upon verification of receipt, the 

dashboard was configured for the final consumer. The window that 

the operator can observe is shown in Figure 8. 
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Figure 7: Surfaces in the Fuzzy Logic Toolbox. References of soil moisture: a) 0%, b) 20%, c) 40%, d) 60 %. 

Source: Authors, (2025). 

 
Figure 8: ThingsBoard visualization dashboard. 

Source: Authors, (2025). 

History charts are configurable in the sample range and 

interval they can display. These serve to provide a notion of the 

behavior of variables over time. As additional data, each one shows 

in the lower right part the average behavior of the variable. In the 

upper right part of the entire window, there is a widget to show the 

FS irrigation prediction in real-time. 

 The display panel is displayed on a Kuman 7" 1280x800 

screen, connected to the central Raspberry Pi that the ThingsBoard 

platform server has. When programming the watering time of the 

pumping, the operator must make use of it, and based on your 

experience and the suggestion given, set the end time. One of the 

last tests carried out on the embedded FS was the measurement of 

the time it took the Raspberry Pi to process and send a single data 

packet with the required information. After using the time module 

and measuring the execution time interval of 1000 sends, the 

average delay was 1.71 seconds. This period is much lower than 

the data collection rate of the IoT deployment, which is 15 min. 

 

IV. EVALUATION  

In a lapse of time of a month, the IoT network was installed 

in one greenhouse. During this period, samples of the input 

variables of the system were taken.  

Table 11 shows an analysis of the stored data, specifically 

for the center's irrigation schedules. Four data packets are received 

every hour since the nodes are transmitted with a frequency of 15 

min. The number of samples is not uniform, nor does it correspond 

to the 112 that do not exist in total, this is due to possible losses, 

either due to transmission problems of the sensing nodes or 

reception of the platform, disconnection of the devices due to lack 

of power supply or other inconveniences. 

The range of the variables, minimum and maximum 

possible value, is framed in the universe of discourse of the 

membership functions of the designed FS. Even if the sensing of a 

variable exceeds these limits, no error will occur, since the 
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embedded FS was built so that any of these values can be 

interpreted by extreme linguistic values. 

Beyond the irrigation schedules, it is interesting to explore 

the behavior of the variables globally, that is, of the entire sample. 

When observing the standard deviations in Table 12, these present 

a significantly small value compared to the values in which the 

variable in question oscillates. 

This fact is typical of greenhouses, given their controlled 

environment. On the other hand, the mode and the mean represent 

two indicators of great interest for our FS. These are a measure of 

the trend of environmental conditions in the crop cycle, which are 

little fluctuating as previously shown by the standard deviation. 

The fact that the mode for illumination is 0 lux, for the sample data 

set, indicates that most of the IoT system operation occurred at 

nighttime. 

By substituting these points of interest in the FS using the 

Fuzzy Logic Toolbox, the results of Figure 9 are obtained. The 

model estimates the same irrigation time currently made by the 

operators: 15 minutes. This indicates that, on average, the FS 

expresses the same level of knowledge as the experts, resulting 

from their accumulated experience. Outside the threshold close to 

the trend of the variables, the FS expresses "new experiences". 

 

 
Figure 9: Evaluation of central tendency values in Fuzzy Logic 

Toolbox. 

Source: Authors, (2025). 

Table 11: The extreme behavior of the input variables during the 

sample period for irrigation schedules. 

Schedules 
Temperature 

(°C) 

(Min-Max) 

Soil 

Moisture 

(%) 

(Min-Max) 

Lighting 

(lux) 

(Min-

Max) 

Samples 

8 AM 22.6 – 30.1 1.72 – 37.52 1309 - 

9339 

109 

10 AM 27.2 – 36.9 11.78 – 

36.02 

4391 – 

16831 

108 

1 PM 32.2 – 42.5 12.45 – 

40.61 

410 - 

18178 

56 

3 PM 28.9 – 46.1 13.75 – 

39.88 

591 - 

20072 

44 

Source: Authors, (2025). 

 

Table 12: General behavior of the input variables during the 

sample period. 
 Temperature 

 (°C) 

Soil Moisture 

(%) 

Lighting 

(lux) 

Min - Max 21.6 – 47.8 0.32 – 40.61 0 - 20723  

Variance 29.97 44.98 29408484.7 

Standard 

Deviation 

5.47 6.71 5422.96 

Mode 23.8 23.94 0 

Mean 28.27 24.0 3800.07 

Source: Authors, (2025). 

The 2182 samples collected, without discriminating hours, 

were processed by the FSystem module, and the prediction was 

obtained for each triad of values. The Pearson correlation matrix is 

plotted in Figure 10. Irrigation time is inversely proportional to the 

three FS inputs. Although the correlation is not necessarily 

indicative of a cause-effect, it shows that to a greater extent, the 

achieved model is dependent on soil temperature and moisture, and 

to a lesser extent on lighting. 
 

  
Figure 10: Pearson correlation of the processed samples. 

Source: Authors, (2025). 

With the use of the processed data the graph of the behavior 

of the inputs and the output of the FS for the irrigation schedules 

are constructed (Figure 11). The notable correlation between 

temperature and lighting in the greenhouse can be qualitatively 

observed, which can be related quantitatively to the results 

obtained in Figure 10 (0.77 units of Pearson correlation). 

Since the soil moisture has a lower range of oscillation, the 

changes in the FS predictions move around according to the other 

conditions: the temperature and lighting, because both are the most 

fluctuating and time-dependent variables. These fluctuating 

variables are highly dependent on the time of day. From all this 

information it can be concluded that, despite having built the FS 

giving greater weight to the soil moisture variable, in practice, for 

our case study, the most determining variable so far is temperature. 

It is observed that the general tendency of the suggested 

time is to decrease as the day progresses, which is evident 

quantitatively in the averages of Table 13, except in the last hour. 

The FS decreases its output and limits the minimum and maximum 

values to the pair. The model notices a greater need for irrigation 

in the first shift, and then the prediction of all the others falls below 

what the standard time establishes. The final result is that in 

accumulation, the model reduces resource use from 4755 to 4276 

min, meaning 10.07%. 
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Figure 11: Graph of the inputs and output of the FS of the samples for the irrigation schedules. 

Source: Authors, (2025). 

Table 13: Irrigation times in study hours. 

 Schedules 

8 AM 10 AM 1 PM 3 PM 

Minimum time (FS) 11 min 10 min 2 min 5 min 

Maximum time (FS) 23 min 19 min 18 min 16 min 

Mean time (FS) 16.75 min 13.75 min 8.98 min 10.5 min 

Standard time 15 min 15 min 15 min 15 min 

Total time (FS) 1826 min 1485 min 503 min 462 min 

Standard total time 1635 min 1620 min 840 min 660 min 

Accumulated time (FS) 4276 min 

Standard accumulated 

time 

4755 min 

Source: Authors, (2025). 

V. DISCUSSION 

 

The use of an FS as a solution to the modeling of the 

irrigation system is a more manageable and interpretable 

alternative in contrast to the methods of Fuzzy Cognitive Maps in 

previous works made for the institution [11],[12]. The main 

knowledge engine of the system, the membership function and 

fuzzy rules are obtained directly from the knowledge of experts. 

The model built from the use of fuzzy logic is not specific, nor 

exclusive, for the case study, but rather the proposed methodology 

allows the same procedures to be applied to any other variety in 

protected cultivation at the center.  

 Much of the reviewed literature makes use of an FLC, as 

a solution to the problem of the intelligent irrigation system, 

controlling the irrigation system either by closing or opening a 

valve or by continuously establishing the irrigation time using 

timers. Faced with this, the FS designed as ADSS has the 

disadvantage of having a delayed action. The final action element, 

the irrigation system, is activated by the operator, and once the 

process is started its interruption is manual. In the time frame of 

the programmed irrigation, the climatic conditions can have 

abrupt changes, such as those caused by a sudden rain, which 

affects the system variables, and although the prediction changes 

accordingly, the FS cannot impose the new state. 

 The computational cost of the FS is negligible concerning 

other AI techniques, and this is evidenced by the short average 

response time for receiving, processing, and sending data. This 

feature makes it versatile and less dependent on large hardware 

resources. The IoT architecture where the model is coupled 

presents great modularity, since by isolating a node for data 

processing, the main node that serves as server and orchestrator is 

not saturated by the execution of algorithms. From the reviewed 

literature, the implementation of the model in architectures such 

as those presented in [18],[20] would entail a computational 

overload, since the UEB has a total of 42 cultivation houses, a 

considerable number of threads to be processed by the node 

coordinator.  

VI. CONCLUSIONS 

 

In this research, an irrigation model based on fuzzy logic 

was designed, specifically a fuzzy system, for embedded 

hardware, for the optimization of water resources. Based on the 

work carried out, the following conclusions were reached: 

 The interpretability of the FS makes the model practical. 

The selection of trapezoidal membership functions and their 

consequent unit plateaus in the fuzzification process of the FS 

entries allowed the expression of the error presented by the 

linguistic values according to expert criteria: 

 The model obtained is computationally light, with an 

average response time between reception, processing and sending 

of 1.71 seconds, making it suitable for the chosen hardware. 

 The FS shows satisfactory behavior, taking the same 

standard decision as the operators for the trend of the samples 

collected, and suggesting, in general, a reduction of 10.07% of the 

irrigation time, that is, a proportional saving of resources. 
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