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Cacao has been one of the most promising crops produced in the Philippines due to its 

increasing demand in various local and international markets. Although cacao production 

aspired to be heightened to cope with the global trend, several difficulties were still needed 

to be addressed in crop propagation, mainly due to disruptive diseases and pests. In response 

to this problem, the study devised an algorithm based on k-Nearest Neighbors that can detect 

whenever a cacao pod was infected with the three most prominent diseases: black pod rot, 

Monilia, and pod borer infestations. The machine training model was preceded with visual 

feature extraction of color and texture parameters representing the cacao pod samples. It was 

found that the fine k-Nearest Neighbors algorithm achieved the highest validation and 

testing accuracies of 93.44% and 96.67%, respectively. The study's outcome suggested the 

continuous practicality of fusing visual feature extraction processes with supervised 

machine learning to generate models that can be applied to improve agricultural methods. 
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I. INTRODUCTION 

Due to international demand and competitive industry, 

cacao has been included as one of the crucial crops in the strategic 

and technology plan for agricultural resources research in the 

Philippines. It has been recommended that the commercial 

production of cacao be boosted to accommodate the rising global 

demand and take advantage of the country's favorable geographic 

landscape. Although efforts and initiatives are present, the cocoa 

business in the Philippines still suffers from the risks presented by 

possible attacks of pests and diseases [1]. 

The black pod rot disease, caused by Phytophthora species, 

and the frosty pod rot, also called the Monilia disease, were the 

most prominent cacao pod ailments worldwide [2]. Regarding 

pests, the pod borer, Conopomorpha cramerella, significantly 

contributed to the disruptions in cacao production in Southeast Asia 

[3].  Small-scale local farmers were projected to face more 

damaging consequences due to lack of agricultural knowledge and 

skills in planting and post-harvesting management of cacao crops. 

Due to the devastations brought by emerging diseases, cacao 

plantations were expected to decline without appropriate 

intervention, contributing to significant production losses. In 

response to these conflicts, national agencies and industry partners 

have developed programs for disease management and effective 

resource use. These activities aim to utilize cutting-edge 

technologies and tools to promote long-term responses for 

sustainable cacao health and industry firmness over time [2]. 

Artificial intelligence-based techniques, like deep learning 

and machine learning, have been infamous for developing 

programs meant to diagnose plant diseases at their initial stages, 

paving the way for early preventive maintenance and actions. 

When complemented by high-resolution photography, these 

algorithms will break free from the restrictions attributed to the 

manual classification of diseased crops, often influenced by 

subjective observations [4]. 

Neural networks, such as convolutional neural networks 

(CNNs), and supervised machine learning models were typically 

applied to tools and gadgets that can perceive the presence of plant 

defects with high classification accuracy. These approaches 

heavily depended on data, such as standard pictures or sensor data, 
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as the number of samples significantly shapes their detection 

capabilities [5]. For traditional machine learning methods, image 

processing techniques were preferably embedded for gathering 

necessary visual features, like shape, color, and texture, which can 

later be administered to classification algorithms for training. 

On the other hand, neural networks can facilitate both 

feature extraction and classification training processes, making 

them suitable for more extensive disease differentiation [6]. This 

ability of the neural networks was showcased in the studies of [7-

11] as applied to actual cacao pods and leaves. 

Brought by widespread endeavors to combat the 

implications of unsolicited cacao threats, functional mobile 

applications have been launched to identify several cacao pests and 

diseases. [12] created AuToDiDAC, a mobile application aimed at 

detecting and assessing the level of black pod rot infection in cacao 

pods. With the application of graph cuts, color balancing, and fast 

k-means clustering algorithms for processing raw cacao pod 

images, the SVM classifier incorporated in the tool was found to 

have a classification accuracy of 84% when evaluated in ten 

independent pod samples. 

Furthermore, [13] designed an image processing application 

that can identify general initial symptoms of pest and disease 

infestation in cacao, achieving an accuracy of 100%. The local 

binary pattern (LBP) and Gabor filter algorithm were utilized for 

feature extraction, while deep learning methods were used for the 

classifier. 

The resulting mobile application was programmed to use 

cellphone camera captures as input data. On the other hand, [14] 

has integrated modified CNN to identify pods infected with 

swollen shoot disease among cacao trees. According to [15] 

worked with a CNN-based smartphone application named Cocoa 

Companion that can detect swollen shoots as well with the addition 

of black pod diseases, having a maximum accuracy of 80%. SSD 

MobileNet V2 was selected among the other three options for the 

CNN architecture: EfficientDetD0, CenterNet ResNet50 V2, and 

SSD ResNet50 V1 FPN. According to [16] improved the former 

study by considering a higher sample of cacao pods for training, 

making the accuracy as high as 88%. 

Aside from constructing actual image processing programs, 

various researchers have chosen to be engaged in finding the 

perfect combination of feature extraction techniques, supervised 

machine learning algorithms, and neural networks to form a model 

that can accurately determine if a cacao pod is healthy or infected 

by distinct diseases. 

Several studies have used conventional image processing 

techniques to obtain relevant visual information from cacao pod 

images, then utilized algorithms such as SVM and neural networks 

for the classification model. According to [17] employed the 

Haralick algorithm to extract texture features in cacao pods, then 

used the parameters for the classification training of six machine 

learning algorithms: Naïve Bayes, Decision Stump, Random 

Forest, Hoeffding Tree, Multilayer Neural Network, and CNN. 

CNN achieved 99% accuracy, the highest among the six, in 

recognizing the Phytophthora palmivora disease or black pod rot 

infection in cacao pods. Another study of [18] worked with the 

normalization of RGB (Red, Green, Blue) parameters of cacao pod 

images to transform them into hue, saturation, and value (HSV) 

features. 

These were then placed into an untrained k-Nearest 

Neighbors (KNN) classifier to distinguish three class categories: 

fruit rot disease, fruit-sucking ladybugs, and pod pests. After 

conducting k-fold cross-validation, the best accuracy attained is 

99.33%, at a k-value of 5. According to, [19] created a 

classification model for detecting if a cacao pod is diseased using 

a histogram of oriented gradients (HoG) and local binary pattern 

(LBP) for feature extraction. 

Three classification algorithms were trained: SVM, random 

forest, and artificial neural network (ANN), with ANN attaining 

the highest classification accuracy of 85%. The study of [20] 

performed the same procedure with slight modifications of the 

utilized methods. Color histogram was used instead of HoG, and 

random forest was replaced by logistic regression (LR). Still, ANN 

gained the highest classification accuracy of 98.3%. 

Pre-existing studies have mostly attempted to devise models 

for detecting two particular cacao pod diseases. For instance, [21] 

used five CNN architectures: custom CNN, VGG16, 

EfficientNetB0, Resnet50, and LeNet-5, as both visual extraction 

and classification systems for diagnosis of black pod rot or pod 

borer disease, achieving a maximum accuracy of 91.79%. 

Conversely, [22] utilized other CNN architectures, with 

EfficientNetB0 garnering a higher maximum accuracy of 94%. 

[23] used CNN and the stochastic gradient descent (SGD) 

algorithm to detect black pod rot and the mistletoe disease. 

Moreover, [24-26] worked with the identification of the 

Phytophthora and Monilia diseases. 

With these studies as references, a gap can be found in the 

versatility of the pre-established models in identifying more than 

two types of disease and pest infestation in cacao pods. 

Moreover, image processing techniques in feature analysis 

were gradually overlooked due to the emergence of different CNN 

architectures that can facilitate feature extraction and classification. 

With that, this study utilized conventional visual feature extraction 

processes to extract RGB, HSV, and gray-level co-occurrence 

matrix (GLCM) texture parameters from cacao pod samples. Those 

values were used to model a KNN algorithm for detecting the 

presence of black pod rot, Monilia, or pod borer disease in cacao 

pods.  

Specifically, it was aimed to: (1) extract numerical 

parameters representing the RGB, HSV, and texture features of 

cacao pod images, (2) train a classification model based on three 

KNN types: fine, cosine, and weighted KNN, and (3) evaluate the 

KNN models in terms of their accuracy, precision, and recall in 

identifying specified cacao pod diseases. With the objectives being 

met, a flexible machine learning model was generated to detect the 

three most commonly observed illnesses of cacao pods. 

 

II. MATERIALS AND METHODS 

This section presents the research methodology employed 

in the study to classify cacao pod diseases using multi-feature 

visual analysis and k-nearest neighbor's algorithm. Specifically, 

MATLAB software was used for performing feature extraction and 

disease classification. 

 

II.1 MATERIALS 

The data used for this study consisted of 800 images of both 

diseased and healthy cacao pods that were readily obtained from 

Kaggle. Specifically, a total of 200 images per class for four 

distinct cacao pod classifications were utilized. 

Namely, they are: healthy, infected with black pod rot, 

infected with pod borers, and Monilia-diseased. Figure 1 presents 

the sample images of the cacao pods used for the study. To ensure 

an unbiased model evaluation, the dataset was split into three 

subsets: training (70%), validation (15%), and testing (15%). 
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Figure 1: Sample raw cacao pod images: (a) healthy, (b) infected 

with black pod rot, (c) infested with pod borers, and (d) Monilia-

diseased. 

Source: Authors, (2025). 

 

II.2 METHODS 

Figure 2 shows the overall procedural framework for the 

study. It consists of four major steps that were followed 

methodically to ensure proper data acquisition. Specifically, the 

steps include: (1) image acquisition and pre-processing, (2) visual 

feature extraction, (3) KNN classification model training, and (4) 

final testing and evaluation of the model. 

 

 
Figure 2: Procedural framework for the study. 

Source: Authors, (2025). 

 

II.2.1 IMAGE ACQUISITION AND PRE-PROCESSING 

 Image pre-processing was done to filter out the data and 

retain only good-quality images that will be used for the disease 

classification. Images that were blurry and those that contained 

multiple diseases were excluded from the data. After that, the 

filtered images were subjected to pre-processing through 

background subtraction to separate the target foreground object 

from the background. Lastly, the resulting images were subjected 

to ROI (region of interest) selection to ensure that the most 

significant features of the images were retained and irrelevant 

information that may affect the classification process was removed. 

The pre-processing procedures administered were visualized as 

shown below in Figure 3. 

 

 
Figure 3: Pre-processing process involving background 

subtraction and ROI selection. 

Source: Authors, (2025). 

 

II.2.2 VISUAL FEATURE EXTRACTION 

The visual feature extraction process utilized a combination 

of color and texture characteristics for a more comprehensive 

representation of the visual data needed for KNN classification. 

Color features were extracted by computing the means of the red, 

green, and blue channels to represent the color distribution of the 

various images. Similarly, the mean of the hue, saturation, and 

value channels were also computed to depict the images’ 

perceptual attributes. Figure 4 and Figure 5 show a snippet of the 

code used to extract the color features. 

 

 
Figure 4: Snippet of code used for extracting RGB values. 

Source: Authors, (2025). 

 

 
Figure 5: Snippet of code used for extracting HSV values. 

Source: Authors, (2025). 

 

On the other hand, to characterize the texture of the cacao 

pods, GLCM was used to extract the following features: energy, 

entropy, homogeneity, and contrast. These features were extracted 

to capture and give numerical values to the irregularities and 

patterns that occur due to cacao pod infections. Figure 6 shows the 

code used to extract the GLCM-based texture values. 
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Figure 6: Snippet of code used for extracting GLCM-based 

texture values. 

Source: Authors, (2024). 

 

II.2.3 KNN CLASSIFICATION MODEL TRAINING 

Following the visual feature extraction of the RGB, HSV, 

and GLCM-based texture values, the KNN machine learning 

algorithm was applied to classify the cacao pod diseases. 

Specifically, the MATLAB’s Classification Learner App was used 

to classify the diseases using three KNN variants, namely: fine 

KNN, cosine KNN, and weighted KNN. These three variants were 

used since each offers different metrics and weighting strategies 

that optimize the classification of the dataset. Lastly, holdout 

validation was implemented as the validation process to ensure the 

model's accuracy and generalization capabilities. 

 

II.2.4 FINAL TESTING AND EVALUATION OF THE 

MODEL 

The study employed a dataset splitting of 70-15-15 percent 

for training, validation, and testing to classify the various cacao pod 

diseases. Specifically, accuracy, precision, and recall were utilized 

to assess the performance of the three KNN variants. 

Accuracy is defined as the ratio of correctly predicted 

observations to the total number of observations. It is ideal for 

symmetric data sets that exhibit virtually equal false positive and 

false negative values. It quantifies the overall accuracy of the 

model’s classification. 

                𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
                   (1) 

Precision denotes the accuracy of the positive predictions 

produced by the mode. It is determined by dividing the total 

number of data points accurately classified by the model by the 

number of true positives. 

                               𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                           (2) 

The true positive rate, or recall, assesses the classifier’s 

ability to correctly identify all actual positive instances. The 

calculation involved dividing the overall count of positive data 

points by the count of actual positive data points. 

                               𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                             (3) 

 

III. RESULTS AND DISCUSSIONS 

This section presents the findings and results gathered from 

the employed methodologies, starting from the visual feature 

extraction and the cacao pod diseases classification using the KNN 

algorithm. 

III.1 EXTRACTION OF VISUAL FEATURES 

Before classifying the various cacao pod diseases, the visual 

features of each raw cacao pod image were first extracted using the 

MATLAB code shown in Figures 4 to 6. Running the code 

facilitated the feature extraction by transforming the image 

features, such as RGB, HSV, and textures, to numerical 

representations stored in a table. Figure 7 shows the sample RGB 

features extracted from the samples. It consists of five columns, 

with the first column containing the image file name and the second 

to the fourth column comprising the calculated mean values for red, 

green, and blue features, respectively. Meanwhile, the last column 

indicates the class or specific disease of the images. These mean 

values of each feature served as the predictor for establishing the 

distinctions between the cacao pod classes to distinguish them from 

one another. 

 

 
Figure 7: Sample RGB values extracted from the samples. 

Source: Authors, (2024). 

 

Consequently, Figure 8 displays the sample HSV values 

extracted from the different classes. Like the extracted RGB 

features, it also consists of five columns, with the file name of the 

images displayed on the first one.  Meanwhile, the second, third, 

and fourth columns display the mean values extracted for hue, 

saturation, and value, respectively. The class of the images was also 

indicated in the last column. These extracted features were also 

used as cacao pod disease classification parameters. 

 

 
Figure 8: Sample HSV values extracted from the samples. 

Source: Authors, (2024). 
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The last set of codes extracted the texture features of the 

images. The sample extracted values for each of them are 

displayed in Figure 9. Column one indicates the specific file name 

of the images, and columns two to five shows the values extracted 

for the various texture parameters, namely entropy, contrast, 

energy, and homogeneity. Like the previous features, the last 

column also indicates the class or specific disease of the images. 

The numerical representations of the texture extracted from the 

images enhanced the classification capabilities of the machine 

learning algorithm by providing more parameters to be fed into 

the system. 

 

 
Figure 9: Sample GLCM-based texture values extracted from the samples. 

Source: Authors, (2025). 

 

Table 1: Summary of visual features extracted from the cacao pods. 

Visual Features 
Cacao Pod Class 

Healthy Black Pod Rot Monilia Pod Borer 

Mean Red 133.468 - 209.654 124.347 - 213.368 108.833 - 224.001 125.189 - 205.783 

Mean Green 144.545 - 212.717 124.067 - 207.290 82.547 - 227.259 117.508 - 208.939 

Mean Blue 120.550 - 192.781 106.428 - 190.198 73.471 - 225.346 90.109 - 178.892 

Mean Hue 0.123 - 0.310 0.077 – 0.510 0.102 - 0.730 0.062 - 0.226 

Mean Saturation 0.105 - 0.380 0.074 – 0.341 0.036 - 0.524 0.129 - 0.496 

Mean Value 0.568 - 0.841 0.504 – 0.842 0.445 - 0.897 0.495 - 0.838 

Entropy 4.713 - 5.716 4.849 - 6.176 4.314 - 6.261 4.331 - 5.774 

Contrast 0.216 - 0.531 0.312 - 0.969 0.304 - 1.173 0.234 - 0.668 

Energy 0.118 - 0.258 0.100 - 0.306 0.083 - 0.479 0.114 - 0.335 

Homogeneity 0.848 - 0.914 0.787 - 0.914 0.778 - 0.904 0.828 - 0.927 

Source: Authors, (2025). 

Table 1 contains a summary of the visual features extracted 

for every cacao pod class. These numerical parameters served as 

inputs for the KNN classification training, specifically using three 

types of KNN: fine KNN, cosine KNN, and weighted KNN. 

 

III.2 KNN CLASSIFICATION MODEL TRAINING 

After acquiring the numerical parameters representing 

cacao pods' RGB, HSV, and texture features, the KNN machine 

learning algorithm was trained using MATLAB’s Classification 

Learner App. The classification session was driven by the 

predictors obtained from the previous procedure. Moreover, a 

holdout validation scheme was used by setting aside 15% of the 

original sample for the preliminary assessment of the KNN 

algorithm. A total of 15% of the dataset was also removed to assess 

the performance of the KNN classifiers in classifying cacao pod 

diseases. 

For the KNN training, the study utilized three models, 

namely: fine KNN, cosine KNN, and weighted KNN. This is to 

provide insights regarding which model classifies the cacao pod 

diseases more accurately. 

Each of their figure of merits was obtained after subjecting 

the extracted features to the various KNN training models. 

Specifically, their validation confusion matrices were consolidated 

to collect the numerical parameters needed to calculate the other 

figure of merits. Table 2 summarizes the results of the model 

evaluation in terms of accuracy, precision, and recall. 
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Table 2: Validation results for the KNN classification models. 

Model Accuracy Precision Recall 

Fine KNN 93.44% 93.57% 93.41% 

Cosine KNN 68.85% 67.69% 68.68% 

Weighted KNN 91.80% 91.99% 91.85% 

Source: Authors, (2025). 

 

Table 2 shows that the fine KNN model performed the best 

in classifying various cacao pod diseases among all other models 

during the validation phase. It showed accuracy, precision, and 

recall of 93.44%, 93.57%, and 93.41%, respectively. To further 

elaborate, the corresponding confusion matrix for the Fine KNN 

model is shown in Figure 10. Out of 30 cacao pods with black pod 

rot disease, 25 were classified correctly, one was misclassified as 

healthy, and four were misclassified as being infected by Monilia 

disease. Likewise, for those 31 healthy cacao pods, 29 were 

correctly labeled, one was misclassified as having black pod rot, 

and one was misclassified as being infected with pod borers. 

Among 31 monilia-diseased pods, 30 were correctly identified, and 

only one was miscategorized as having black pod rot. Lastly, all 30 

pods infested with pod borers were correctly categorized by the 

fine KNN algorithm. 

 

 
Figure 10: Confusion matrix for the validation results of the 

fine KNN algorithm. 

Source: Authors, (2025). 

 

III.3 EVALUATION OF THE PROPOSED 

CLASSIFICATION MODEL 

In addition to the initial evaluation of the KNN machine 

learning algorithm model's performance, the holdout validation 

method assisted the further optimization of the algorithms to adapt 

better and adjust to new data. Upon finalizing the classification 

models, each was independently subjected to testing using the 

remaining samples. Like the holdout validation, the accuracy, 

precision, and recall of the KNN models were assessed in the final 

performance evaluation. Table 3 shows the summary of the 

evaluation of the results. 
 

 

Table 3: Evaluation results for the KNN classification models. 

Model Accuracy Precision Recall 

Fine KNN 96.67% 96.67% 96.67% 

Cosine KNN 78.33% 77.84% 78.33% 

Weighted KNN 95.83% 95.86% 95.83% 

Source: Authors, (2025). 

Similar to the validation findings, the fine KNN model 

performed best in classifying the different cacao pod diseases. 

Table 3 shows that it now has an accuracy, precision, and recall of 

96.67% for all three figures of merits. The confusion matrix 

provided in Figure 11 shows the correctness of the model in 

classifying each class. For 30 cacao pods with black pod rot, 28 

were correctly classified, and two were mislabeled as infected with 

monilia disease. Among the 30 healthy pods, all of them were 

classified correctly. Meanwhile, for those that are infected with 

monilia disease, 28 were correctly labeled, and two were 

miscategorized as having black pod rot. Finally, all 30 pods with 

pod borer disease were correctly labeled by the fine KNN classifier. 

 

 
Figure 11: Confusion matrix for the evaluation results of the fine 

KNN algorithm. 

Source: Authors, (2024). 

 

IV. CONCLUSIONS 

The present study focused on identifying prominent cacao 

pod diseases through multi-feature visual analysis combined with 

the KNN machine learning algorithm. Specifically, the RGB, HSV, 

and GLCM-based texture features were considered for the visual 

analysis of 800 cacao pod images that were classified into four 

classes: healthy, black pod rot-infected, pod borer-infested, and 

monilia-diseased. The numerical representations of each feature 

were then fed as predictors for the training of the KNN classifier 

using three models evaluated to identify the most optimum result. 

From the three KNN models, it was revealed that fine KNN 

achieved the highest accuracy for both the validation and testing 

stages, recording 93.44% and 96.67%, respectively. These results 

highlight the effectiveness and reliability of combining multi-

feature visual analysis and KNN algorithms to distinguish between 

cacao pod diseases. This approach provides a valuable contribution 

to agriculture, especially in cacao disease management, as a tool 

for early disease detection and monitoring. For further 

improvements in the research, future researchers may add other 

cacao pod diseases and pests, such as swollen shoots, to further 

expand the diagnosing capabilities of the model. Likewise, other 

KNN models or variants not used in the study may be evaluated for 

their potential to enhance the accuracy of the overall classification 

scheme. In addition, additional relevant cacao-related applications 

may be explored, including cacao bean grading and quality 

assessment, whereby the combination of multi-feature visual 

extraction and KNN algorithms can be implemented. 
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