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This article analyzes different architectures with which a neural network can be developed 

using computer vision with the objective of detecting traffic accidents. For the development 

of the software, the Java Script programming language was used, reaching the conclusion 

that the best architecture to use is a Convolutional Neural Network since it has the 

capabilities of detecting features within the images. At the same time, a database was 

developed with the necessary characteristics for the functioning of the neural network. 
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I. INTRODUCTION 

The objective of this research is to propose a database to 

implement a convolutional neural network trained for the detection 

of car crashes with a certain degree of effectiveness and with the 

ability to communicate to emergency services to contribute to 

saving lives, since as the average speed of vehicle driving 

increases, it also increases the probability of accidents and the 

severity of their consequences. Timely access to emergency care 

after a traffic accident can save lives and reduce the risk of 

disability among the injured; the key to an effective emergency 

care system is the establishment of universal access numbers [1]. 

To build the categories within the database, the data 

provided by the Ministry of Health of the federal government of 

Mexico was taken into account; traffic accidents are divided into 

three large groups. The first of them is the run over, the rollover, 

leaving the road, the fire and the crash; The second classification is 

the type of crash within this classification: head-on, reach, side, 

against the movement and the third classification is directed 

towards the target of the vehicle in motion [2]. 

In Mexico, the authorities state that there is a daily average 

of 9.6 Mexicans killed in traffic accidents and 56.6 injured. They 

have also recorded that 72% of the reasons why an accident occurs 

are attributable to the human factor, being the most common 

causes. incompetence, fatigue and drowsiness, only 14.73% are 

attributable to vehicle failures, [3]. 

Currently, the use of unmanned aerial vehicles (UAVs) in 

civil tasks is common, although the first data known about UAVs 

dates back to the 1950s and was exclusively in military applications 

[4]. Currently, with the release of this technology and its low 

production costs, they are more accessible for scientific 

development and public safety [5]. 

In the field of Machine Learning, there are projects aimed 

at detecting emergencies in traffic accidents, having the capacity 

to: predict accidents [6], use drones to assist in accident response 

[7], manage swarms of drones to maintain security in cities [8], 

image analysis for rescues in places with little or no accessibility 

[9]. We see that, despite what has been developed, these projects 

are focused on the ability to directly observe human beings, leaving 
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aside the capacity of networks to detect the objects involved in the 

accident, such as cars. On the other hand, in databases for training 

and emergency detection with neural networks, the importance of 

progress in specialized databases for object detection with 

computer vision tools such as the ml5 library has not been 

considered [10] built with JavaScript and which is built on 

TensorFlow [11]. 

 

II. METHODOLOGY 

The structure of the network is defined by the number of 

layers, the number of neurons in each layer, the degree of 

connection and the type of connection between neurons. However, 

the topology of the network depends on the complexity of the 

problem to be solved. 

To develop an artificial neural network, several algorithms 

are used, of which the majority are based on adjusting the 

parameters of the network (value of the weights between the 

connections of neurons) previously designed, therefore, the 

training process is directly influenced. due to the limitations 

imposed in the design of the architecture of an artificial neural 

network (ANN) [12]. 

In this research, the data to be analyzed (images) were 

collected from an internet search, divided into a series of categories 

described by the Secretary of Health of Mexico, which are shown 

in Table 1. 

 

Table 1: Number of images to train neuron network. 

Platform Category Number of Images 

GOOGLE Car 1000 

 frontal crash 250 

 Side crash 250 

 rear crash 250 

 rollover 250 

Source: Authors, (2024). 

 

The general scheme to create the database and to detect 

traffic accidents with cars involved is based on the random search 

for images that contain vehicles in good condition, random search 

for images that contain vehicles involved in accidents, 

classification of the images collected in training and prediction 

classes and tests. The images selected to be part of the database 

must not be processed in advance. Table 2 contains the statistics of 

the database (set of images) proposed in this article. 

 

 

Table 2: Database statistics. 

Amount 
Medium 

resolution 

Maximum 

resolution 

Minimum 

resolution 

Standard 

deviation 

Minimum 

resolution 

images 

Medium 

resolution 

images 

Maximum 

resolution 

images 

2000 257x195p 800x1333p 300x168p 28x39p 458 879 46 

Source: Authors, (2024). 

 

 

The classification and labeling of the set of images, in which 

there are cars involved in an accident, were classified as follows: 

the class (accident), and a series of images of cars without apparent 

error such as the class (car), where the accidents were classified 

based on apparent external blows to the vehicles and/or situations 

where the accident is apparently unequivocal, such as an impact, 

so it must be taken into account that human experience can generate 

failures in the implementation in an ANN. 

In the experiment, the covolutional neural network 

architecture was used, which is the best option for prediction using 

this type of data. Likewise, the weights of each neuron will initially 

be assigned randomly. Tables 3 describe the types of models 

developed for the experiment. 

 

 

Table 3: Model configuration. 

Model Dense 
Simple 

Convolutional 

Drop-out 

Convolutional 

Neurons 
Entrance 10000 10000  

Exit 2 2  

Hidden Layers 3 3  

Convolutional Layers 0 3  

Filters 0 32 64 128 32 64 128 

Source: Authors, (2024). 

 

 

The algorithms must have a number of input neurons 

(10,000) that correspond to each of the 100 x 100 image pixels, and 

2 output layers, which belong to the car and accident categories.  

The pixel values are within the values 0 to 255 and 

multiplied by 3 these data are not within the activation threshold of 

the transfer function, therefore, it is necessary to normalize the 

data, so that each of The pixels have to go from the aforementioned 

range to values between 0 and 1.  

The experimental configuration was carried out in two 

phases, in phase 1 three ANN architectures were used, dense, 

convolutional and drop-out convolutional, in the same way a 

variation in the dense and CNN2 topologies was used when 

performing data augmentation, the configuration It is presented in 

Table 4. In phase 2, prediction tests are carried out (laboratory 

simulation) as presented in Table 5.  
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Table 4: Experimental configuration by architecture. 

Architecture type Eras Supervision in % 

Dense 

10 100 

50 100 

100 100 

CNN 

10 100 

50 100 

100 100 

CNN Drop-out 

10 100 

50 100 

100 100 

Dense with Data Augmentation 

10 100 

50 100 

100 100 

CNN Drop-out with Data 

Augmentation 

10 100 

50 100 

100 100 

Source: Authors: (2024). 

 

Table 5: Experimental setup for prediction through laboratory simulation. 

Type of incident Amount of C Supervision in % 

No accident 

10 100 

20 100 

30 100 

Frontal 

10 100 

20 100 

30 100 

Side 

10 100 

20 100 

30 100 

Rear 

10 100 

20 100 

30 100 

rollover 

10 100 

20 100 

30 100 

Source: Authors, (2024). 

 

III. RESULTS AND DISCUSSION 

To choose the best network architecture, a series of training 

experiments were carried out with the database using the Google 

Colab platform [13], TensorBoard [14] was used for graph 

visualization and data analysis. Microsoft Excel [15] was used. 

Table 6 shows the experimental results with the different 

architectures and Table 7 shows the experimental results for 

different types of classes. 

 

Table 6: Experimental results with different architectures. 

Dense architecture 

 Amount Half Maximum Minimum Deviation Standard 

Precision 100 68.25 76.08 57.37 4.786 

Loss 100 59.04 67.61 50.29 4.771 

Precision Assessment 100 58.51 61.00 55.36 1.225 

Loss Assessment 100 72.20 86.86 65.93 5.314 

Simple convolutional architecture 

Precision 100 98.56 99.99 67.37 4.45 

Loss 100 3.44 56.19 0.72 9.04 

Precision Assessment 100 84.14 85.64 77.45 1.19 

Loss Assessment 100 122.90 182.16 33.78 37.14 

Drop-out convolutional architecture 

Precision 100 97.92 99.72 76.5 4.16 

Loss 100 5.31 48.63 0.94 9.04 

Precision Assessment 100 84.30 86.48 76.53 1.45 
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Loss Assessment 100 79.82 130.69 35.33 22.39 

Drop-out convolutional architecture with data augmentation 

Precision 100 76.65 81.76 54.18 5.29 

Loss 100 47.79 68.68 40.00 6.79 

Precision Assessment 100 79.82 86.24 55.64 5.95 

Loss Assessment 100 42.63 68.45 31.42 8.54 

Source: Authors, (2024). 

 

As seen in Table 6, among the different architectures 

analyzed, the Drop-out convolutional neural network architecture 

with data augmentation is the one that presents the best results in 

prediction. 

 

Table 7: Experiment results for different types of classes. 

Experiment Class Time (sec) Total Time (sec)) Average Maximum Minimum Deviation Standard 

1 

Nothing 30 

90 83.8117 93.9335 50.2577 9.2268 Car 30 

Accident 30 

2 

Car 30 

90 88.6343 96.9580 50.1106 8.0948 Accident 30 

Nothing 30 

3 

Accident 30 

90 88.6573 95.9763 52.1264 8.2450 Nothing 30 

Car 30 

4 
Nothing 30 

60 89.0279 97.7199 50.7856 8.5295 
Car 30 

5 
Nothing 30 

60 89.0732 96.4942 53.3304 7.6006 
Accident 30 

6 
Car 30 

60 85.5743 94.9029 50.2936 9.1175 
Accident 30 

7 Nothing 30 30 89.5539 97.6704 60.8352 7.6981 

8 Car 30 30 86.3457 95.7900 50.0037 10.6814 

9 Accident 30 30 86.4051 95.3482 52.5358 8.8555 

Source: Authors, (2024). 

.

III.1 EXPERIMENT 1. NOTHING/CAR/ACCIDENT CLASS 

In an experiment with the CLASS 

NOTHING/CAR/ACCIDENT, the system that contains the neural 

network was allowed to operate, detecting a series of objects or 

surfaces that are neither cars nor accidents, immediately afterwards 

it was allowed to predict cars and ended up detecting accidents, 

each class was operated for the amount of 60 prediction cycles, the 

results are shown in the Figure 1. 

 

 
Figure 1: Experiment 1 results. 

Source: Authors, (2024). 

 

III.2 EXPERIMENT 2. AUTO/ACCIDENT/NOTHING 

CLASS 

In the experiment with the AUTO/ACCIDENT/NOTHING 

CLASS, the system was allowed to operate with different cases that 

included the types of classes in an orderly manner for 60 cycles 

each and the results shown in Figure 2 were obtained. 

 

 
Figure 2: Experiment 2 results. 

Source: Authors, (2024). 
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III.3 EXPERIMENT 3. ACCIDENT/NOTHING/CAR CLASS 

In this experiment Class ACCIDENT/NOTHING/AUTO, 

the system was allowed to operate with 60 cycles per class and the 

results shown in Figure 3 were obtained. 

 

 
Figure 3: Experiment 3 results. 

Source: Authors, (2024). 

 

III.4 EXPERIMENT 4. NOTHING/ACCIDENT CLASS 

From this experiment it begins with the combination of 

classes, in the specific case of this the system was configured for 

the detection of NOTHING (different objects) and ACCIDENTS 

for a number of 120 cycles divided into two, 60 cycles for each 

class. The results are shown in Figure 4. 

 

 
Figure 4: Experiment 4 results. 

Source: Authors, (2024). 

 

III.5 EXPERIMENT 5. NADA/AUTO CLASS 

In this experiment, the prediction of the NADA and AUTO 

class is carried out through the system, which was programmed for 

the number of 120 cycles, divided into two of 60 each, the results 

are shown in Figure 5. 

 

 
Figure 5: Experiment 5 results. 

Source: Authors, (2024). 

 

III.6 EXPERIMENT 6. AUTO/ACCIDENT CLASS 

In this experiment, the results obtained by the system are 

presented after programming them to analyze the AUTO and 

ACCIDENT classes obtained in a series of 120 cycles divided into 

2, 60 for each class, the results are shown in Figure 6. 

 

 
Figure 6: Experiment 6 results. 

Source: Authors, (2024). 

 

III.7 EXPERIMENT 7. NOTHING CLASS 

In this experiment, a 60-cycle programming was carried out 

where the network tries to predict the class NOTHING, which 

includes everything that does not fall into the car and accident 

classes, the results are shown in Figure 7. 

 

 
Figure 7: Experiment 7 results. 

Source: Authors, (2024). 
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III.8 EXPERIMENT 8. AUTO CLASS 

In this experiment, a series of data is introduced to the 

network where cars without apparent accident are found, for 60 

cycles, obtaining the results shown in Figure 8. 

 

 
Figure 8: Experiment 8 results. 

Source: Authors, (2024). 

 

EXPERIMENT 9. NOTHING CLASS 

In this experiment, the results obtained by letting the system 

analyze a series of data are presented where images of cars 

involved in apparent accidents are found. The results are shown in 

Figure 9. 

 

 
Figure 9: Experiment 9 results. 

Source: Authors, (2024). 

 

In the network training stage, a series of open source 

libraries were used, especially tensorflow [11] specially designed 

for object detection through computer vision; the neural network 

was trained for a set of 60 epochs.  

In the prediction tests carried out on a number of 100 images 

divided into 5 categories, the neural network trained with the set of 

images proposed in contrast to human experience was found, the 

results are shown in Table 8. 

 

Table 8: Database statistics and prediction average. 

Category Prediction 
human 

experience 

Detection 

Average 

Prediction 

Security 

Car 20 20 100% 98.56% 

Car and accident 11 20 55% 97.32% 

accident 18 20 90% 87.54% 

Multiple Accident 5 20 25% 81.42% 

Neither Car, nor Sinister 20 20 100% 100% 

Source: Authors, (2024). 

 

Using the database, 2000 images were processed using 

neural networks to detect car accidents. The stopping average 

represents the number of images detected by the network and the 

reliability in predicting damaged cars. 

 

IV. CONCLUSIONS 

The architecture with which the best results were obtained 

with an average of 98.56 in the prediction is the simple 

convolutional, so we selected this architecture, but in it we found 

overfitting of the data, simply going from a real prediction to the 

simple learning of the data from the network, this means that when 

making a simple change in one of the images or the situation where 

a car or an accident is located, this architecture does not fulfill its 

purpose. To repair this type of errors, the architecture was modified 

by going from a simple convolutional neural network to one with 

drop-out with which the data overfitting error is corrected, 

sacrificing the prediction average, going from 97.91% to only 

76.74%. Overfitting error is eliminated and the accident prediction 

results correspond to reality within the technological capabilities 

with which the network training was developed. Likewise, it is 

observed that the network increases its detection capacity the more 

cycles it is. trained, observing that at the end of the training, it 

obtains a capacity of around 86%, which allows us to conclude that 

with more training cycles the capacity of the network to detect the 

classes with which it was trained increases. Taking into account the 

above, a series of experiments was developed with the drop-out 

convolutional neural network architecture and with data 

augmentation, which were developed with a simulation in several 

of the scenarios that could exist in the event of an accident on a 

road. , from which it was concluded that on a general average the 

network has the capacity to detect traffic accidents with an average 

certainty of 87.45% in correspondence with the hypothesis that 

artificial intelligence is capable of reducing the time for an accident 

to be attended to. 
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